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Abstract: The packet-based control approach has proven to be a promising method to deal with the communication constraints in
networked control systems. Within this framework, model predictive control is often used to design the packet-based controller
due to its favored control structure. In this work we discover an implicit relationship of the feedback gains obtained using
the model predictive control method between networked predictive control systems and conventional control systems. This
relationship is shown to be effective in simplifying the algorithm as well as the framework of the original networked predictive
control system structure, and thus is of importance in the implementation of networked predictive control systems.
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1 Introduction

The rapid developments of the communication technolo-
gies and the embedded devices in recent years have enabled
their vast applications in control systems, thus forming a
novel class of control systems termed as “networked con-
trol systems (NCSs)”. In NCSs, data is typically exchanged
through communication networks, including, for example,
the control-oriented networks such as Control Area Net-
work, DeviceNet, etc. and also the increasing use of the
data networks such as the Internet. The introduction of the
data networks in NCSs distinguishes NCSs from conven-
tional control systems since practical communication chan-
nels inevitably produce delay, dropout, disorder, etc. (usu-
ally termed as the “communication constraint”) for the trans-
mitted data packets, a feature rarely seen in conventional
control systems [1,2].

The existence of the communication constraints in NCSs
fails a large number of conventional control approaches. In
order to deal with these emerged difficulties, both the control
and communication communities have done considerable
works. Roughly speaking, the control community tends to
simplify the communication channels as some constrained,
negative parameters to the control systems—delay, absence
of control signal (dropout), etc. This effort can enable NCSs
to be modeled in a familiar fashion to the control commu-
nity and conventional control methods can then play their
roles [3-7]. On the contrary, the communication commu-
nity has its own perspectives and objectives, achieved usu-
ally by improving the reliability and efficiency of the com-
munities channels through particularly designed communi-
cation protocols for the control purpose [8-10]. In recent
years, the convergence of these two communities are also of-
ten seen—works in this line are usually labeled as “co-design”
for NCSs [11,12].

Within the co-design framework, a packet-based control
approach is recently proposed [13—16]. This approach takes
advantage of the packet-based data transmission in NCSs to
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actively compensate for the communication constraints in
NCSs. Specifically, in packet-based networked control sys-
tems (PB-NCSs), at each time instant, the packet-based con-
troller produces a sequence of forward control signals and
sends them together in one data packet to the actuator side.
The smart actuator then selects the appropriate control action
from this sequence according to the current network condi-
tion and applies it to the plant. This control framework is
simple to implement and yet efficient in compensating for
the communication constraints in NCSs. Its effectiveness
has been verified successfully both numerically and experi-
mentally [16].

PB-NCSs with the packet-based controller being designed
using the model predictive control (MPC) method is also
termed as networked predictive control systems (NPCSs).
MPC is a favored control method in designing the packet-
based controller due to its particular control structure, and
has been applied successfully in existing works [15]. In this
work, for NPCSs with linear plant, we discover an implicit
relationship of the feedback gains in terms of different de-
lays, which leads to a close connection between MPC-based
NPCSs and conventional control systems. This relationship
is then shown to be able to simplify the algorithm as well
as the overall framework of NPCSs dramatically, making it
important in practical implementation of NPCSs.

The remainder of the paper is organized as follows. For
completeness Section 2 briefly covers the design considera-
tions of NPCSs. The main results are then presented in Sec-
tion 3, including the implicit relationship discovered and its
application of simplifying the algorithm and framework of
NPCSs. The paper is concluded in Section 4. Note that no
numerical examples are included in the paper since the main
results of this work are simplifications of original networked
predictive control design, but not improvements in terms of
the control performance. The reader of interest in the appli-
cations of NPCSs are referred to [15], where both numerical
and experimental examples of NPCSs can be found.
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2 Networked Predictive Control Systems

The following multi-input multi-output linear time-
invariant system S is considered,

. { x(k+1) = Az(k) + Bu(k) (la)
y(k) = Cx(k) (1b)

where z(k) € R, u(k) €e R™, y(k) e R", A € R"*", B ¢
R™ ™ and C' € R"*". This plant is controlled remotely
over the communication network, as illustrated in Fig. 1.
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Fig. 1: The block diagram of a networked control system.

As mentioned earlier, NPCSs are PB-NCSs with the use
of MPC. For completeness in what follows we will briefly
present the underlying idea of PB-NCSs and the design of
the packet-based controller using MPC. However, before
preceding with this, it is necessary first to present the follow-
ing two assumptions required for the successful implemen-
tation of general PB-NCSs, the rationalities and implications
of which can be referred to [15-17].

Assumption 1 (Delay bound) The sum of the network-
induced delay and consecutive data packet dropout in both
the sensor-to-controller and the controller-to-actuator chan-
nels are upper bounded, i.e.,

77—86 = r]?gi({Tsc,k + Xsc} < 00 (23)
Tea £ I]Iclgi({Tca,k + )_(ca} < 0o (2b)

where T and T, are the upper bounds, Tscj , Xsc and
Tea,k» Xca Tepresent the network-induced delay and the up-
per bound of consecutive data packet dropout, in the sensor-
to-controller and the controller-to-actuator channels, re-
spectively.

Assumption 2 (Time stamp) The control components in
NCSs including the sensor, the controller and the actuator
are time synchronized and data packets are sent with time
stamps to notify when they were sent.

2.1 Packet-Based Control Framework for NCSs

The essential idea of the packet-based control approach is
to notice the fact that the number of control signals that one
data packet can contain is usually relatively large, especially
in the use of data networks. Indeed, denoting the effective
load of the data packet being used by B), and the data size
required for encoding a single step of the control signal by
B, the following relationship typically holds for data net-

works, B
Lg’c’ | > Tea 3)

where L%‘:J = max{s|¢ € N,¢ < %‘:}, and N is the set of
natural numbers.

The relationship in (3) allows us to pack a sequence of
forward control signals with the length of 7., + 1 (so-called
“forward control sequence” (FCS)) into one data packet and
send it through the network simultaneously. That is, in PB-
NCSs, instead of calculating and sending only current con-
trol signal u (k) at time k, the following FCS U (k|k — T4 1)
is packed into one data packet and sent to the actuator,

U(klk — Tsc k)

= [u(klk — Tsck) - u(k 4+ Tealk — Tsc )] (4)
where u(k+i|k—Tsc k), i = 0,1,. .., T are the control pre-
dictions based on the sensing information at time k& — T, .

Upon receiving U (k|k — T4 1), the actuator then selects
from it the appropriate control signal to actively compen-
sate for current communication constraints in NCSs, using a
specially designed module named “control action selector”
(CAS). The general structure of this framework is illustrated
in Fig. 2. This packet-based control approach, as shown
in [15-17], generally leads to a better performance of NCSs
than that using conventional control approaches, since more
dynamics of the control system and properties of communi-
cation network in NCSs have been considered. The reader is
referred to [15—17] for further details of this approach.

2.2 Packet-Based Controller Design Using MPC

The packet-based control approach itself provides us with
only the control framework to actively compensate for the
communication constraints, while the design of the packet-
based controller can be varied. It is not surprising why the
use of MPC is dominant in the early development of PB-
NCSs: Unlike other controller design methods, MPC can
naturally produce a sequence of forward predictions at each
step, a perfect choice of the FCS in PB-NCSs.

The implementation of MPC is based on a step by step
finite-horizon optimization. Distinct from conventional
MPC methods, the performance index for NPCSs is defined
by taking the communication constraints into account [15],
as follows,

Jk,'rSCJC éYT(ka - Tsc,k)QY(k‘k - Tsc,k)

+ AUT (k|k — Te 1) Rr,. (AU (k|k — Toe )
(5)

where Jj, ., is the performance index at time k, AU (k|k—
Tsek) = [Au” (k— Tsede|k—Tse ) -+ - AuT (k+ Ny — 1|k —
Tse.k)]T is the forward control increment sequence, Y (k|k —
Tsc,k) = [yT(k'Fl‘k—Tsc,k) tee yT(k'FNp‘k—TSC_’k)]T is the
predictive output trajectory, (Q > 0 and R, _, > 0 are di-
agonal weighting matrices with appropriate dimensions and
N, and N,, are the prediction horizon and the control hori-
zon, respectively. Notice here that the dimension of R, _,
is time varying, dependent on the sensor-to-controller delay,
Tsc,k-

In order to optimize the performance index, system S is
rewritten as follows by letting Z(k) £ [z(k) u(k — 1)]%,

. { z(k+1) = Az(k) + BAu(k) (6a)
L y(k) = Cz(k) (6b)
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Fig. 2: The general framework of packet-based networked control systems.

where A = 4B B ( B

4B B - I),c_(c 0)
and Au(k) = u(k) — u(k — 1).

The optimal forward control incremental sequence at
time k, ie., AU*(klk — 7eer) = [AuwT(klk —
Tsek) o Au*T(k+ Ny, — 1|k — 74.1)], obtained by min-
imizing (5), turns out to be state feedback control, as fol-
lows [15],

AU*(k|k — Tsc,k:) = K‘rsc,k"f(k — Tsc,k) (7)

with

—M.

Tsc,k

Tse,k (FTT;;C QFTsc,k + R)ilFﬂzc,k QETsc,k
®)

where Mq-scyk = [OmN“,mesc,k ImNﬂ,XmNU]’ F‘Fsc,k is a
block lower triangular matrix with its non-null elements de-
fined by (Fy,,,)ij = CA™+T=IB j —i < 7, and
E,. ., = [(CATser DT o (CATsek N T

After the operation of CAS in Fig. 2, the control incre-
mental signal actually adopted at time k (time at the actuator
side) is

Au(k) = u(klk — ;) = d. AU*(k — 75, 1|k — 7))
©)

where 77 = 72, + 7% . is the round trip delay of AU*(k —
o klk —75), and dr» is a N, x m matrix with all entries

0 except the (7*, , + 1)th row being 1.

ca,k

3 Simplified Algorithm and Framework for
NPCSS

In this section we will discover an implicit relationship of
the feedback gains K., in (8) in terms of different sensor-
to-controller delays, and then use this observation to simplify
the original NPCSs control algorithm and framework. For
simplicity of notations in what follows we let ¢ £ Tsc k-

3.1 Rediscovering the Feedback Gains

The following theorem discovers a fact regarding he feed-
back gains K; in (8), showing that the variation of these feed-
back gains in terms of different sensor-to-controller delays is
closely related to the weighting matrix () in (5).

Theorem 1 The feedback gains K; in (8) can be constructed
as follows,

K; = Q0(Qy)A", i >0 (10)

where Q; = Q + Z;:O AQj,i >0,

A — 0 i=0(11a)
@i = { —Qfi(ffQfi+r) ' ffQ  i>111b)
CAB
CAHB
fi= : ci>1 (12)
CA+N1

r; 1s the upper right block of R; with dimension m x m, i.e.,

R‘ _ ( (Ti)mxm 0 )
! 0 (Rifl)m(N“,—&-i—l)><m(Nu,+1',—1)
13)

and matrix-valued function Qo (x) is defined as follows,
Qo(z) = —(FlxFy + Ro) ' F v F, (14)

Before preceding with the proof of Theorem 1, we recall
the following well-known fact.

Lemma 1 The inverse of a 2-dimensional block matrix can
be calculated as follows,

(20)
=( _(d_ca_*lb)_lca_l (d—ca*_lb)_1 )

where a, b, c, d are matrices with appropriate dimensions, *
represents those items of no interest, and all the matrices are
invertible where necessary.

Proof of Theorem 1: Firstly, by the definition of E; in
(8), the following relationship holds

E,=E;,_1A,i>1 (15)

In addition, we can also obtain the following relationship in
light of the definitions of F; in (8) and f; in (12),

F,=[fiF.],i>1 (16)
Define Pj = [0y (N, +j)xm Im(Ny+j)xm(Nu+i)]:J = 0,
we then have
i—1

Mi:HPj,Vizl (17)
j=0
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where M; = [0,nn, xmi LN, xmN, |-
Now consider

Ki = —M;(F/QF, + R;)) 'F/'QE;, i > 1

We first calculate (FQF; + R;)~! by the use of (16),
(13) and Lemma 1, as follows.

(FTQF; + R)™!
<( Ty >Q[f-Fv_1]+R-)1
Fz'jil i L' i

:( frQfi+ri fTQF; )1
FL.Qfi FLQF_1+ R

* *
( ~WiFL\Qfi(fIQfi +r)~" W, )

where
W; =(FL,QF;_1 + Ri_y — F,Qf;
X (szin +Ti)71f¢TQE—1)71
=(F(Q+ AQ)F—1 + Ri—q) ™"
by the use of (11).

Using above result and noticing (15), we then obtain

P (FFQF; + R)'FIQE;
=( -WiFQfi(fFQfi+ )™t W)

ff) ,
X<FiT—1 QF;

=W;F" 1 (Q + AQ:) E;
=(FL(Q+AQi)Fi_1 + Ri—1)™*
x F' 1 (Q+ AQ;)E;—1 A (18)

Define matrix-valued function Q;(z),4 > 0 as follows,
Qi(z) = —(FFoF; + R) 'FleFE;, i >0 (19)

Notice that this definition is consistent with the definition
in (14) when 7 = 0.
Using (19) we can rewrite (18) as follows,

Pi19:(Q) = Qi-1(Q + AQ;)A, Vi > 1 (20

The fact that (20) is held for all ¢ > 1 actually implies (notic-
ing (17))

K; =— Mi(FzTQFi + Ri)_lFiTQEi

i—1
= H Pi(Q)
=0

i—2

=[P (Q+2Q)A
j=0

=Q0(Q+ > _AQ) A"

j=1

=Q(Q)A", i >1 @21

Notice that MO = LnNuxmNu A° = I« and QO = Q7
we thus have

Ko =— My(FyQFy + Ro) "' F{ QEj
=0(Qo) A° (22)

This together with (21) completes the proof. |

Theorem 1 builds the relationship between the MPC
method used in NPCSs and conventional MPC methods,
which is stated in the following Corollary.

Corollary 1 Given the sensor-to-controller delay i £ Tsc ks
the FCSs generated in NPCSs using the delayed perfor-
mance index in (5) is equivalent to the following control
strategy:

1) Keep the plant open loop for i time steps;

2) Design the FCS using MPC based on the following
non-delayed performance index with delay-dependent
weighting matrix Q;:

T 2Y T (k|k)Q:Y (k|k) + AUT (k|k) RAU (k|k)
(23)

Proof. The proof is straightforward by looking into (10) in
Theorem 1. |

Remark 1 In PB-NCSs, before selecting the appropriate
control action from the FCS, CAS is required first to com-
pare the newly arrived FCS and the one already stored and
only the one containing the latest information is stored. This
mechanism is designed to deal with data packet disorder in
NCSs. The rationality of introducing such a functionality
can be justified by Theorem 1. In fact, (20) tells us that (by
left-multiplying M;_+)

K; = M;Q(Q) = M;—1,1(Q + AQi)IZl (24)
and in addition,
K1 =M_19;1(Q) (25)

Comparing these two feedback gains, it is seen that K; is
obtained by keeping the plant open loop for one time step
and then modifying the gain by adding some correction fac-
tor AQ;. Nevertheless no closed-loop information at this
time step is involved in K; and, therefore, K;_1 should con-
tain more precise control information than K; does. This is
why such a comparison process is introduced in CAS.

3.2 Simplified Algorithm and Framework for NPCSs

Corollary 1 provides us with the possibility of simplify-
ing the original NPCSs design. This is discussed as follows,
firstly a simplified controller design method for the general
framework of NPCSs and then a simplified control frame-
work for some particular cases.

3.2.1 Simplified controller design

Corollary 1 implies that the optimization problem of
MPC in (5) is no longer necessary to be solved at each
step. Indeed, the equivalence between the delayed and non-
delayed optimization problems stated in Corollary 1 renders
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us the privilege of calculating only the non-delayed conven-
tional optimization problem offline and making modifica-
tions when the system is up and running. This results in the
following simplified algorithm for NPCSs, where the general
framework is unchanged as in Fig. 2.

Algorithm 1 (Simplified algorithm for NPCSs)

S1. Solve the non-delayed optimization problem using the
performance index in (23) and store the related parame-
ters: Function Qo(x), delay-dependent weighting matrices
Qi.1 > 0 and extended system matrix A.

S2. Whenever a sampled system state, x(k — Tqc.1;) arrives
at the controller side, then:

1) Measure the sensor-to-actuator delay: Tgc ;
2) Construct the extended state: T(k — Tsc i) = [x(k —
Tsc,k:) U(k — Tse,k — 1)]T;
3) Calculate the open-loop current extended state: T(k) =
ATSC’kj(k - Tsc,k’);
4) Produce the FCS: U(k|k — Toc 1) = Qo(Qr,. . )ZT(k).
S3. The CAS selects the appropriate control action from the
latest FCS and applies it to the plant.

3.2.2 Simplified control framework for particular cases

(kkr;)

xk-,,) /

Network |
L T

Fig. 3: Simplified framework of networked predictive con-
trol systems.

Corollary 1 can be more important in a networked control
structure where the sensor is remotely placed away from the
plant, and the data exchange between the sensor and the plant
is through the communication network. Thanks to the dra-
matically simplified controller design process, this simpli-
fied packet-based controller can be embedded into the CAS
without using the complicated controller at all. In this case,
the parameters that are computed offline in Algorithm 1 will
be stored in the modified CAS (MCAS) and control signal
will be directly calculated in CAS and applied to the plant,
as illustrated in Fig. 3. The algorithm in this case is orga-
nized as follows.

Algorithm 2 (Simplified framework for NPCSs)

S1. Solve the non-delayed optimization problem using the
performance index in (23) and store the related parameters
in the MCAS: Function Q(x), delay-dependent weighting
matrices Q;,i > 0 and extended system matrix A.

S2. Whenever a sampled system state, x(k — T1,) arrives at
the MCAS, then:

1) Determine the latest system state x(k — ;) available
as well as the round trip delay };;

2) Construct the extended state: T(k — 77%) = [z(k —
7o) uk = 7 = DI

3) Calculate the open-loop current extended state: T(k) =

Amez(k —17);

4) Calculate the appropriate control action: Au(k) =
dL. kQO(QT; )z (k) and applies it to the plant.

Notice that in this case there will be no FCSs calculated and
transmitted.

For comparisons of these simplified algorithm and frame-
work with typical NPCSs, the reader is referred to [15, 16,
18].

4 Conclusions

An implicit relationship of the feedback gains is discov-
ered between the model predictive controllers in networked
predictive control systems and conventional control systems.
This relationship is shown to contribute to simplify the algo-
rithm of networked predictive control systems and, in partic-
ular cases, can simplify the whole control framework. This
result eases the implementation of networked predictive con-
trol systems in practice. Future work may focus on the sim-
plification of the general packet-based control framework.
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