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A class of networked control systems is investigated whose communication network is shared with other applications. The de-
sign objective for such a system setting is not only the optimization of the control performance but also the efficient utilization 
of the communication resources. We observe that at a large time scale the data packet delay in the communication network is 
roughly varying piecewise constant, which is typically true for data networks like the Internet. Based on this observation, a 
dynamic data packing scheme is proposed within the recently developed packet-based control framework for networked con-
trol systems. As expected this proposed approach achieves a fine balance between the control performance and the communi-
cation utilization: the similar control performance can be obtained at dramatically reduced cost of the communication resources. 
Simulations illustrate the effectiveness of the proposed approach.  
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1  Introduction 

Networked control systems (NCSs), i.e., control systems 
that are closed via some form of communication networks, 
have been one of the most important research themes in 
recent years. This popularity should be credited to the dis-
tinct features which are native to NCSs but are not usually 
seen in other types of control systems. These features in-
clude, for example, the easy maintenance, flexible control 
structure, reduced implementation cost, and so on [1–4], 
most of which are brought by the use of the communication 
networks in NCSs. However, in the meanwhile we see that 

the inclusion of the communication networks into conven-
tional control systems, though forms a novel redesigned 
framework for control systems, does complicate the system 
design and then consequently introduce fundamental theo-
retical and practical challenges to conventional control the-
ory and engineering. Therefore, work has to be done before 
NCSs can be applied widely as a reliable control strategy 
and one of the key fundamental techniques for next era au-
tomation applications such as the Internet of Things, mobile 
and industrial robotics, remote surgery, etc., just to name a 
few [5–8]. 

As have been widely acknowledged nowadays, the so- 
called communication constraints in NCSs, including, for 
example, network-induced delay, data packet dropout, data 
rate constraint, etc. present great challenging difficulties for 
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the control engineers and theorists [9–11]. From the per-
spective of control engineering, NCSs differ from conven-
tional control systems due to the inclusion of the communi-
cation networks which consequently introduce the afore-
mentioned communication constraints. Then one has to ad-
dress the following key question in order to bring the NCS 
technology to the practice: that is, under the communication 
constraints, how can the control system performance be 
optimized? The problem is so asked, implying the fact that 
in the early days of the development of NCSs, the commu-
nication constraints are typically regarded as some given 
constraints and conditions to the control system. As long as 
these conditions can be formulated within conventional con-
trol system framework, most existing control theories and 
algorithms can then be applied straightforwardly without 
many difficulties. The control theories and algorithms that 
have been successfully applied to NCSs include, for exam-
ple, time delay system theory [12–17], switch system theory 
[18–21], sampled-data system theory [22–25] just to name a 
few. Another type of work is slightly different from the 
above, where the optimal utilization of the given communi-
cation resources is considered, and thus the communication 
network has been taken more use of, and the resulting 
closed-loop system is also different from a typical control 
system but still within the general control framework, which 
then forms a control strategy named “co-design” for NCSs 
[26–29]. 

It is observed that a common basis of these existing 
works is that the control system and the communication 
networks in NCSs are separated from each other, and the 
interactions among the subsystems are neglected. Despite 
the much simplified model and consequently the analysis 
tools, it is appreciated that NCSs involves control systems 
and communication networks at the same time, and there-
fore a global view and consequently an integrative approach 
should be of much value to the community. Different from 
the local picture, from a global point of view, the design 
considerations of a specific NCS involve not only the qual-
ity of control (QoC) of this NCS, but also the overall quality 
of service (QoS) of the communication network [30–33]. 
By saying the overall QoS, we mean that an optimal design, 
other than the optimization of the QoC, ought to reduce the 
consumption of the communication resources as much as 
possible in the meanwhile, in order that the performances of 
other systems which share the same communication net-
work can also be optimized. This global view thus leads to a 
new challenge of designing NCSs subject to the balance 
between the QoC of the control system and the QoS of the 
communication network [34,35], which have not been seen 
in conventional control system theories. 

Within this research line here we consider an NCS con-
figuration where the controller-to-actuator channel of the 
NCS is shared with other applications, i.e., the data packets 
used to send the control signals compete with other applica-
tion for the access of the communication network. We 

measure the communication resource that the considered 
control system uses by the data size required to encode the 
control signal. With this assumption, we observe two ex-
treme cases in terms of the usage of the communication 
resources. The minimum usage is by most conventional 
control methods, which typically use only a data size able to 
encode one step control signal. On the other hand, the 
maximum usage is the recently reported packet-based con-
trol approach, which uses all the capacity of the data packet 
to encode multiple steps of the control signals [36]. Not 
surprisingly, the packet-based control approach results in a 
better system performance at the cost of increasing the us-
age of the communication resources. By investigating fur-
ther the characteristics of the delay variation in such NCSs, 
in this work we are able to show that the usage of the com-
munication resources can be dramatically reduced while at 
the same time maintaining the system performance at an 
acceptable level. This achievement is made based on an 
observation on the variation of the data packet delay, which 
is believed to be roughly piecewise constant at a large time 
scale. This observation then enables the design of a dynamic 
data packing strategy, allowing the most efficient use of the 
communication resources. The essential idea is to send the 
control signal only when a dramatic change of the data 
packet delay occurs. Due to the piecewise constant feature 
of the data packet delay, such a strategy reduces greatly the 
communication resource requirement, but can still maintain 
an acceptable control performance. 

The remainder of the paper is organized as follows. Sec-
tion 2 introduces relevant background information and for-
mulates the problem of interest. Then the dynamic data 
packing scheme based on the packet delay variation is pre-
sented in Section 3. Within this framework an illustrative 
controller is designed in Section 4 using a model predictive 
control method. Numerical examples in Section 5 validate 
the proposed approach and Section 6 concludes the paper. 

2  Preliminaries and problem formulation 

2.1  The system under consideration 

The system structure of a typical NCS is shown in Figure 1. 
Different from this standard structure we here consider a 
more complicated case illustrated in Figure 2. Notice that in 
Figure 1 the communication network is private to NCS 
while in Figure 2 NCS shares the communication network 
with other applications. These other applications can be 
various and may even not be control systems. More specifi-
cally, in this work it is assumed that the data packet sent 
from the controller to the actuator is shared among these 
multiple applications, as illustrated in Figure 3.  

In Figure 3, other than the header and the trailer of the 
data packet, the effective payload is divided into multiple 
sections and the considered NCS only shares part of them 
and the amount that NCS uses can also vary with the  
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Figure 1  The typical system structure of a networked control system. 
The communication network is private to the networked control system. 

 

Figure 2  The considered networked control system in this work, where 
the network control system shares the limited communication resources 
with other applications. 

 

Figure 3  The structure of a typical data packet, where the effective pay-
load is shared between the controller-to-actuator link of the networked 
control system and other applications. 

availability of the communication resources. 
In order to focus mainly on the shared communication 

resources induced challenges rather than the plant dynamics, 
the following linear nominal system model for the plant is 
therefore adopted: 

      1 ,x k Ax k Bu k    (1) 

where 
nx R  is the system state, mu R is the control 

input, and n nA R  and n mB R  are the system matrices. For 
simplicity we consider only such a nominal system model 
without the observation system, but it is worth pointing out 
that the implementation from the proposed scheme in this 
work is independent of the plant model. The scheme more 
focuses on the communication side and can virtually apply 
to any plants, meaning that the simple linear system model 
here is only for introductory purpose.   

2.2  The problem and the objective 

From the control engineering perspective, a controller is 

designed to meet certain control objectives such as stability, 
robustness, or some other optimization indexes of the sys-
tem. For this purpose, we have already seen considerable 
control strategies proposed for conventional control systems. 
Even for NCSs, if the characteristics of the communication 
network are given a prior as certain parameter to the control 
system, the same methodology can still be applied, as can 
be seen in most existing work on NCSs. 

The system setting in Figure 2 however proposes a dif-
ferent challenge. As this system involves closely both con-
trol and communication, a system level design then should 
try to find the balance between the two. We term the con-
tribution of  NCS to the usage of the communication net-
work, i.e., reducing the usage of the data packet, as the con-
tribution of the quality of service to the communication 
network. The overall objective can then be written in an 
informal way as 

 max QoC and max QoS.  (2)  

We state the problem of interest as to design appropriate 
control strategy such that the combined objectives in eq. (2) 
can be optimized. 

For the usage of the payload of the data packets as illus-
trated in Figure 3 by the existing control algorithms, we 
observe two extreme cases.   

Firstly, most conventional controllers typically produce a 
single step of the control signal at each step, which is then 
sent through the communication network in one data packet, 
i.e.,  

min : ,cB B  

where Bc represents the data size required for encoding a 
single step of the control signal for the considered NCS, and  
Bmin implies that this case uses the minimum amount of the 
data size. 

On the other hand, the packet-based control approach 
takes use of much more payload of the data packet [36]. In 
fact, at each time step this approach will produce i+1 steps 
of control predictions where i is the upper bound of the 
round trip delay. These control predictions are then packed 
into one data packet and sent simultaneously to the actuator, 
i.e., 

 max : 1 ,c pB B B    

where Bp is the payload of the data packet and Bmax repre-
sents this maximum usage. The actuator is then able to se-
lect from the predicted control signals the one that corre-
sponds to current delay, and in this way the communication 
constraints can be actively compensated for.  

Our objective in this work is to find a fine balance be-
tween the above extreme usages of the payload of the data 
packet: A dynamic data packing scheme that uses the com-
munication resources more efficiently than conventional 
control algorithms whilst maintaining a similar satisfactory 
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system performance as the packet-based control approach. 

3  The dynamic data packing scheme for net-
worked control systems 

The dynamic data packing scheme is presented in this sec-
tion. The motivation of the scheme is due to one particular 
communication characteristics in the considered system 
setting, where the variation of the data packet delay can be 
regarded as roughly piecewise constant. We first discuss 
this feature in detail and then introduce the dynamic data 
packing scheme based on this feature. 

3.1  Packet decay variation in networked control sys-
tems 

We first introduce the formal definition of the variation of 
the data packet delay, or “packet delay variation” of the 
communication network in Figure 2. As defined in ITU-T 
Recommendation Y.1540, packet delay variation is to refer 
the difference in end-to-end delay in a data flow with any 
lost packets being ignored [37]. In our system setting, we 
are interested in two packet delay variations, that is, the 
sensor-to-controller channel and the controller-to-actuator 
channel, respectively. Packet delay variation is then inter-
preted as the variations of the delays in the two channels, 
where data packet dropout and disorder are simply ignored.  

Notice that in the current system setting where multiple 
applications share the communication network, packet delay 
variation is affected by two main factors, that is, the access 
to the communication network by the subsystems, and the 
variation of the data exchanges of a single subsystem. As 
discovered earlier [37], the data exchange requirement of a 
typical application is usually stable, and the joining and 
leaving of subsystems should not be too frequent neither, it 
is therefore reasonable to assume that the packet delay vari-
ation should be approximately piecewise constant. With 
such an assumption, the delay remains approximately con-
stant for a certain time period, switches suddenly to another 
constant and remains there again, as illustrated in Figure 4. 
This assumption is stated formally as follows.  

Assumption 1.  The packet delay variation of the 
communication network in the system as illustrated in Fig-
ure 2 is approximately piecewise constant. 

The piecewise constant assumption of the packet delay 
variation is the fundamental basis of the work proposed here. 
Before proceeding further with the dynamic data packing 
scheme to be presented later, we introduce another assump-
tion which is also essential for the proposed scheme. 

Assumption 2.  The data transmission in both the sen-
sor-to-controller and the controller-to-actuator channels 
have the similar communication characteristics; in particular, 
the similar packet delay variations. 

The underlying rationality of the above assumption is  

 

Figure 4  The packet delay variation can be piecewise constant in practice. 

that in our system setting, the data packets in the sensor- 
to-controller channel and the controller-to-actuator channel 
use the same communication network, as shown in Figure 2. 
With this network configuration, Assumption 2 is thus rea-
sonable as long as the characteristics of the communication 
networks are relatively stable. Assumption 2 implies that at 
any specific time a data packet transmitted from two nodes, 
regardless of the directions, should experience the same 
(similar) possibility of packet delay variations.  

3.2  The dynamic data packing scheme for networked 
control systems 

One may now realize that the two assumptions in the last 
subsection lead to an important conclusion: the delay in the 
controller-to-actuator channel can be reasonably estimated 
based on the delay information in the sensor-to-controller 
channel. This works as follows. As soon as the delay in the 
sensor-to-controller channel is known, Assumption 1 en-
sures that this delay will remain within a small range of 
variation for a relatively long time period. Then, Assump-
tion 2 means that the controller-to-actuator delay is also not 
significantly different from this delay. As a result, we may 
estimate the delay in the controller-to-actuator channel 
based on that in the sensor-to-controller channel. 

The dynamic data packing scheme can then be designed, 
as follows. 

Delay estimation.  We label each data packet sent from 
the sensor with a time stamp of the current time, a technique 
widely used in NCSs [36], and as a result the delay in the 
sensor-to-controller channel is known to the controller pro-
vided that the controller and the sensor are time synchro-
nized which is assumed to be held in this work. The delay in 
the controller-to-actuator channel is then estimated in the 
following way:  

 , , ,[ , ]ˆ ,ca k sc k sc k         (3) 

where  represents the packet delay variation, sc,k and 
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,ĉa k are the measured and estimated delays in the sensor- 

to-controller channel and the controller-to-actuator channel, 
respectively. Both delays are measured or estimated at time 
k at the controller side. 

Control predictions calculation.  As in the classic 
packet-based control approach, we need to calculate a for-
ward control sequence which consists of multiple steps of 
the control predictions, and then send them together in one 
data packet to the actuator. Using classic packet-based con-
trol approach, this forward control sequence usually covers 
control predictions with at least the upper bound of the 
round trip delay, in order that the network induced delay 
can be actively compensated for [36]. One may realize that 
this forward control sequence may have to contain a large 
amount of data to be sent to the actuator and cause great 
burden to the communication network. With the delay esti-
mation technique in this work, we dramatically reduce the 
length of the forward control sequences to only 2 +1 con-
trol predictions starting from time k +sc,k , as follows: 
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where all the control predictions are calculated based on the 
state information x(ksc,k) at time k at the controller side. 
For simplicity we consider the use of a simple state feed-
back controller, and then the control signals in eq. (4) can 
be constructed as follows: 
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where  , ,|sc k sc kK k i k    , 0, ,i       are the 

feedback gains with respect to different delays in the con-
troller-to-actuator channel. Then the general form of the 
forward control sequence in eq. (4) can be written as fol-
lows: 
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where the symbol T represents the transpose of a matrix. 
Delay compensation.  Using the classic packet-based 

control approach, the appropriate control signal from the 
forward control sequence is selected according to current 
network condition. This is implemented by a device called 
“control action selector”. This can be done since the for-
ward control sequence contains enough control predictions 
so that for any control-to-actuator delay the corresponding 
control signal can always be found in this forward control 

sequence. However, this is not the case using the much 
shortened forward control sequence in eq. (4). In fact, one 
can easily see that the control signal that can exactly com-
pensate for the current delay is not in the forward control 
sequence as long as the absolute difference of the real delay 
in the controller-to-actuator channel, ,ca k and the estimated 

delay, ,ĉa k , is larger than . To overcome this difficulty, 

we deploy a controller switch scheme by designing an addi-
tional static feedback gain K offline, as typically done in 
conventional algorithms. This controller is used to complete 
the dynamic data packing scheme under certain conditions. 
Similar to the control action selector in the classic packet- 
based control approach, a “gain scheduler” is implemented 
at the actuator side to select the appropriate control actions. 
At time k at the actuator side (notice that the forward con-
trol sequence was calculated at time ,ca kk  at the control-

ler side), the control signal is determined by the gain sched-
uler as follows: 

     , ,| ,� k k ca k sc kK k k x k          (7) 

 kKx k  , otherwise, 

where , ,:k sc k ca k    is the round trip delay. With the de-

signed static controller, the system will never run in an 
open-loop fashion as it closes the control loop whenever the 
dynamic data packing scheme fails to do so. 

The implementation procedure of the dynamic data pack-
ing scheme for NCSs can now be organized as follows, and 
its schematic structure is depicted in Figure 5. 

Algorithm 1.  Dynamic data packing for networked 
control systems. 

  S1. The sensor samples the plant and sends the sam-
pled data to the controller with time stamps. 

  S2. The delay in the controller-to-actuator channel is 
estimated by eq. (3), based on which the controller produces 
the forward control sequence by eq. (6), and sends it to the 
actuator. 

  S3. The actuator applies the control signal determined 
by eq. (7) to the plant.  

Remark 1.  Flexibility of the dynamic data packing 
scheme. One may notice that the essential pre-requirement 
for the dynamic data packing scheme is that the delay in the 
controller-to-actuator channel has to be estimated. In the 
present work it was done based on Assumptions 1 and 2 in 
Subsection 3.1, but any other ways that can provide a rea-
sonable estimation of the delay will do the job, and can be 
easily fitted into the dynamic data packing scheme. This 
means that the implementation of Algorithm 1 can be rela-
tively flexible in practice. 

Remark 2.  Data packet dropout and disorder. The 
classic packet-based control approach deals not only with 
networked induced delay, but data packet dropout and disorder 
in the unified framework. Though not explicitly mentioned, 
data packet dropout and disorder can also be considered  
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Figure 5  The system structure of networked control systems with the dynamic data packing scheme.  

using the dynamic data packing scheme without any further 
difficulties. One may notice, however, data packet dropout 
and disorder do increase the packet delay variation, , and 
consequently the more often use of the static feedback gain 
K, and therefore the system performance may be degraded 
due to these communication constraints. For more details of 
the treatment of the data packet dropout and disorder within 
the packet-based control framework, please refer to refs. 
[36,38]. 

Remark 3.  The QoS improvement. In terms of the us-
age of the effective payload of the data packet, we are able 
to establish the following relation: 

   min m max: : 1: 2 1 : 1δB B B τ τ   , 

where Bm, the usage of the payload by the dynamic data 
packing scheme, is in the middle of conventional control 
algorithms and the packet-based control approach. Since the 
packet delay variation  is usually much smaller than the 
delay upper bound  , the dynamic data packing scheme 
should be able to significantly reduce the usage of the pay-
load. In addition, we may regard conventional control algo-
rithms and the packet-based control approach as two ex-
treme cases in terms of the usage of the payload (for exam-
ple, let 0δτ   and 2τ  , respectively). From this per-

spective one may say that the dynamic data packing scheme 
can serve as a unified framework in terms of the usage of 
the communication resources in NCSs. 

4  A model predictive based controller 

The dynamic data packing scheme proposed in the last sec-
tion is designed subject to the control purpose but more 
within the communication side. From the control engineer-
ing perspective, it is a general framework for the system 
setting in Figure 2, since any controller design method, as 
long as it can produce appropriate forward control sequence, 
can be used within this framework. This is the flexibility of 
the framework which offers great freedom to the engineers 
and theorists for the whole systems design. 

In this section we design a model predictive control 
based controller as an example. As is well-known, model 

predictive control is a finite horizon optimal control method. 
With this method a finite horizon optimization problem is 
solved at every step, where the first control input of the re-
sulting control predictions is applied while others are dis-
carded. Model predictive control is an effective way to deal 
with noises, uncertainties and constraints at an affordable 
cost due to its unique receding horizon optimization that is 
done repeatedly at each step. In the meanwhile, the model 
predictive controller produces a sequence of control predic-
tions which makes it naturally fit for the calculation of the 
forward control sequence in the packet-based control ap-
proach. 

The objective function of the model predictive controller  
at time k at the controller side, denoted by Jk, is designed as 
follows: 
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contains the control predictions to be determined,  
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is the predictive state trajectory, 
,sc k

Q and 
,sc k

R are 

weighting matrices with appropriate dimensions and N is 
the prediction horizon. In the present work we require that 

,sc kN    . This requirement is to ensure that the control 

predictions from ,sc kk    to ,sc kk    are available 

from (11). A larger N usually leads to a better system per-
formance as it increases the optimization horizon, but in the 
meanwhile increasing N may increase the computational 
complexity greatly which is one key constraint of the model 
predictive control method. Therefore, a properly selected N 
should be subjected to both constraints of the system per-
formance and the computation resources. 
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Similar to standard model predictive controllers, the pre-
dictive states at time k are calculated by iteration for 

,1, 2, , sc kj N   , as follows: 
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where    , , ,|sc k sc k sc ku k k u k      . Notice that both  

,( )sc ku k  and  ,sc kx k  are available to the controller. 

Then in the vector form the predictive states can be writ-
ten as 

      
, ,, , ,| | ,

sc k sc ksc k sc k sc kX k k E x k F U k k         (9) 

where  ,

,

TT
T sc k

sc k

NE A A 


    
 and 

,sc k
F is a  ,sc kN   

,( )sc kN   block lower triangular matrix with its non-null 

elements defined by  
,

,
sc k

i j

ij
F A B j i

  . 

The optimal forward control sequence is calculated by 
substituting eq. (9) into eq. (8) and minimizing Jk. This 
leads to a state feedback controller, as follows: 

       
,, ,| ,

sc ksc k sc kU k k K x k  (10) 

with the feedback gain vector
,sc k

K as follows: 

         
 

, , , , , , , ,

T
1 T .

sc k sc k sc k sc k sc k sc k sc k sc k
K F Q F R F Q E  (11) 

The forward control sequence as in eq. (6) can finally be 
defined by selecting appropriate items from 

,sc k
K as de-

fined in eq. (11). 
Remark 4.  As mentioned earlier the model predictive 

controller is only an introductory example to complete the 
design of the dynamic data packing scheme. Any appropri-
ate control methods that can result in a desirable forward 
control sequence can also be used, which will also be our 
future work. 

5  Numerical examples  

For illustration purpose we consider the system in eq. (1) 
with the following system matrices borrowed from ref. [36] 
to show the effectiveness of the proposed approach in this 
paper,  

0.98 0.1 0.04
,  .

0 1 1
A B

   
    
   

 

We set the  initial state of the considered system as 

     T T

0 1 20 0 11x x x     . The system is simulated for 

150 time steps. During the simulation the delay levels are 

switched at time instants 10, 25, 45, 55, 75, 100, with the 
corresponding basic delay levels being 2, 6, 4, 8, 5, 3, re-
spectively. The variation of the packet delay is assumed to 
be 2  , meaning that the actual delay is stochastically 

varying around the basic delay level by  . 

In order to demonstrate the effectiveness of the dynamic 
data packing scheme on a comparison basis, we consider 
both a linear quadratic regulator (LQR) controller and the 
classic packet-based controller. The LQR controller is de-
signed without the consideration of data packet delay or the 
delay variation in the NCS, as follows: 

 0.6893 1.2618 .LQRK     

The packet-based controller is obtained as in Section 4. 
At each time step a forward control sequence with 17 
(where 16  ) control predictions is produced which is 
then sent to the actuator in one data packet. The delay-de-   
pendent control gains are as follows: 

0.6151 1.1712

0.5051 1.0490

0.4088 0.9357

0.3252 0.8309

0.2530 0.7341

0.1912 0.6447

0.1389 0.5624

0.0951 0.4866

0.0593 0.4168

0.0306 0.3528

0.0084 0.2939

0.0077 0.2400

0.0183 0.1905

0.0238 0.1452

0.0244 0.1037

0.0205 0.0

0.0123

DBK    .

659

0.0314

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

The dynamic data packing scheme generates different 
delay-dependent control gains for each sensor-to-controller 
delay. For example, the controller gain is given as follows 
for 7 :sc   

0.0245 0.3191

0.0423 0.2737

0.0556 .0.2329

0.0649 0.1963

0.0705 0.1635

DPK

  
  
  
 

 
  

 

Note that the dynamic data packing scheme uses also the 
LQR controller to close the control loop, whenever the   
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Figure 6  Both the standard packet-based control approach and the dynamic data packing scheme stabilize the system but conventional LQR controller fails 
so. (a) State evolutions of the networked control system, showing x1; (b) state evolutions of the networked control system, showing x2. 

preferred delay-dependent controller is not available to the 
actuator. 

The system evolutions and the control signals of the sys-
tem under the LQR controller, the packet-based control ap-
proach and the dynamic data packing scheme are shown in 
Figures 6 and 7, respectively. The system is unstable in the 
presence of the LQR controller, and is stable for both the 
packet-based control approach and the dynamic data pack-
ing scheme. As expected the system response with the dy-
namic data packing scheme experiences more fluctuations 
but the overall performance is not much worse than the 
packet-based control approach. 

We know that the packet-based control approach uses 17 
control predictions at every time step, while the forward 
control sequence of the dynamic data packing scheme con-
tains only 2 1 5   control predictions. Therefore, the dy-

namic data packing scheme consumes only around 30% of 
the communication resources consumed by the packet-based 
control approach. This is a significant reduction of the usage 
of the communication resources, especially when we notice 
that the system performance can still be maintained at an 
acceptable level at this much reduced usage of the commu-
nication resources. 

 

Figure 7  The control signal used by the three different controllers. 

6  Conclusions 

Though the optimization of the control system performance 
is usually the primary objective in most studies on networked 
control systems, the practical implementation should in-
clude the usage of the communication resources as part of 
the objective function. Towards the optimization of the sys-
tem subject to both performance requirements of the control 
system and the communication network, we proposed a 
dynamic data packing scheme for networked control sys-
tems, inspired by the approximately piecewise constant 
feature of the data packet delay in the communication net-
works. We then demonstrate its effectiveness by comparing 
it with conventional control algorithms and the classic packet- 
based control approach, and as expected a better balance 
between the control and communication performance is 
achieved. From a more general perspective conventional 
control algorithms and the classic packet-based control ap-
proach are just two extreme cases of the proposed dynamic 
data packing scheme, in terms of the usage of the effective 
payload of the data packet. This then makes the dynamic 
data packing scheme a unified framework towards this bal-
ance. Future work will focus on the controller design and 
system performance analysis under this framework, to ena-
ble it widely applicable in practice.  
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