
Vol.:(0123456789)

Neural Processing Letters
https://doi.org/10.1007/s11063-019-10008-w

1 3

Surface Electromyography‑Based Daily Activity Recognition 
Using Wavelet Coherence Coefficient and Support Vector 
Machine

Xugang Xi1   · Chen Yang1 · Jiahao Shi1 · Zhizeng Luo1 · Yun‑Bo Zhao2

 
© Springer Science+Business Media, LLC, part of Springer Nature 2019

Abstract
Daily activity monitoring plays an important role among frail or elderly people and has 
caught attention. Surface electromyography (sEMG) can extract the feature of activity, 
but it is not stable because of electrode displacement, postural changes, and individual-
dependent features, such as the condition of muscles, subcutaneous fat, and skin surface. 
To effectively extract the feature of sEMG signal, we proposed a new method of feature 
extraction based on coherence analysis. The sEMG signals were recorded from gastrocne-
mius, tibialis anterior, rectus femoris, and semitendinosus. After de-noising, sEMG signals 
were decomposed into 32-scale by wavelet transformation, and their wavelet coefficients 
were employed to calculate wavelet coherence coefficients (WCC). We employed T test to 
find out if the coherence between sEMG signals was statistically different among six activi-
ties. The 32nd scale WCC of RF–ST and ST–TA as eigenvector was entered into the sup-
port vector machine (SVM). The six activities, namely, standing, walking, running, stair-
ascending, stair-descending, and falling, were successfully identified by the WCC feature 
with the SVM classifier.

Keywords  Electromyography · Activity recognition · Wavelet transforms · Wavelet 
coherence coefficients · Support vector machine

1  Introduction

In the past decade, the aging population showed a steady growth. Elders are living 
alone, and helping them live better is social responsibility. Activity recognition has 
caught attention, which is fundamental for activity monitoring and fall detection [1]. 
The methods of monitoring activities can be divided into three categories: computer 
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vision, ambient, and wearable sensor [2]. Computer vision-based method requires 
equipment with multiple-view cameras that must be used indoors [3–5]. The frequency 
of vibrations generated by daily living activities (ADLs) is processed to detect activity 
in the ambient sensor-based method. The sensors for monitoring include infrared sen-
sors, door contacts, radars, and microphones [6]. This method can effectively obtain 
information on human daily activities but suffers from disadvantages of fixed applica-
tion scenario and cumbersome installation. Compared with visual or ambient sensors, 
wearable sensors exhibit advantages including convenient operation, physical environ-
ments compatibility and outdoor feasibility [7, 8]. Wearable sensors include kinematic 
or electrophysiological sensors. The sensors must be worn in the human body. Wireless 
and wearable sensors, such as accelerator sensors, inertial sensors, gyroscopes [9], and 
surface electromyography (sEMG) sensors, have been widely used in activity awareness 
[10].

sEMG sensors are widely applied in activity recognition, gait analysis, and prosthetic 
control [11]. Compared with other wearable sensors, sEMG sensors can directly indicate 
the electrophysiological responses of the human body to various activities. sEMG offers 
the inherent advantages of predicting movements, distinguishing passive and active activi-
ties, and achieving a short calculation time. Triloka et  al. [12] presented a sEMG based 
walking gait identification by multilayer feed-forward neural network, achieving accu-
racy of 98%. Young et al. [13] classified walking, ramps, and stairs using sEMG in eight 
amputee subjects, results that reduced the average transitional error from 18.4 to 12.2% 
and the average steady-state error from 3.8 to 1.0%. Cheng et al. [14] presented a frame-
work for activity monitoring by sEMG and accelerometer signals, and obtained a recogni-
tion accuracy of > 98%. However, considerable challenges continue to exist in searching 
for the best feature set from original sEMG datasets [15]. The sEMG can be influenced by 
many disturbing factors, such as electrode displacement, postural changes, and individual-
dependent features, such as condition of muscles, subcutaneous fat, and skin surface [16]. 
sEMG is sensitive to external factors, such as experimental setting, recording site, or natu-
ral environment.

Wavelet transformation is widely used in sEMG processing [17]. It decomposes sEMG 
into many sub-bands including accurate information [15]. Coherence analyzes the relation 
between two signals in time–frequency space, which is popular and useful in digital sig-
nal analysis, especially in wavelet transformation [18]. For example, Lou et al. [19] imple-
mented Fourier transform coherence and cortico-muscular coherence (CMC) analysis to 
recognize finger extension, finger flexion, thumb adduction, and rest. The best accuracies 
across subjects are at 81.00 7.34%. However, sEMG recording is a non-stationary record-
ing, which means that the spectrum changes over time. Therefore, coherence must be 
regarded as a dynamic quantity, and wavelet transformation is the most suitable for moni-
toring spectral density development [20]. For instance, Imoto et al. [21] studied the mecha-
nism of coordinated movement between agonist muscle and antagonist muscle using wave-
let coherence analysis of sEMG. They concluded that a stable condition tended to show 
higher correlation than instability condition. Usually, wavelet coherence can be used to 
analyze non-stationary random signals, such as sEMG and electroencephalograms (EEG). 
However, EEG is vulnerable to external factors, such as eye signals and visual feedback, 
which interfere with signal collection process. The drive that leads to CMC can also cause 
muscular coherence between co-activated active muscle groups in the same activities. 
sEMG coherence may provide a cortical muscle-coupling message [22]. However, ADL 
recognition based on sEMG coherence analysis is less studied, inspiring many researchers 
to fill the gap.
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The classification technique is another important issue for activity monitoring. Sup-
port vector machine (SVM) and neural networks have been widely applied to classify 
human movement based on sEMG [23]. SVM analyze data used for classification, which 
constructs a hyperplane or set of hyperplanes in a high- or infinite-dimensional space to 
separate different datasets [24]. Compared with neural network, SVM generate a relatively 
straightforward solution for an optimization problem. SVM is suitable for a classification 
system based on sEMG with high-dimensional feature vectors. For example, Chen et  al. 
[25] employed a multikernel learning SVM to recognize multiple finger movements and 
obtained the highest recognition accuracy of 97.93%.

In this paper, we propose a novel sEMG feature extraction method based on wavelet 
coherence coefficient (WCC) for daily activity recognition. WCC of sEMG is incorporated 
into support vector machine to classify daily activity, which shows a relatively high degree 
of accuracy. Section II introduces activity definition, data acquisition, and proposed feature 
extraction and classification method. Section III analyzes and discusses experiments and 
results. Section IV presents conclusions.

2 � Materials and Method

First, we will provide a description of the experimental procedure and sEMG preprocess. 
A new feature extraction method is then introduced based on wavelet coherence analysis. 
The wavelet coherence analysis and difference analysis are used to select features. Finally, 
the feature vectors are entered into three classifiers, SVM, fuzzy min–max neural networks 
(FMMNN), and multi-layer perceptron (MLP) neural network. The block diagram of the 
proposed sEMG-based daily activity recognition method is presented in Fig. 1.

Fig. 1   sEMG-based daily activity 
recognition Initial sEMG signal

Pre-processing

SVM 
classifier

FMMNN 
classifier

Calculating wavelet 
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wavelet transform

Using difference

Feature extraction
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select feature vectors

MLP 
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2.1 � Activities of Daily Life and Muscles

Recognizing normal activity and distinguishing falls from daily activities are two impor-
tant issues to accomplish daily activity monitoring and fall detection. The most common 
six ADLs, namely, standing, running, walking, stair-ascending, and stair-descending, 
were selected. These activities result from contraction of lower limb muscles. Thus, we 
recorded sEMG signals from gastrocnemius (GA), tibialis anterior (TA), rectus femoris 
(RF), and semitendinosus (ST) in the left lower limb, marked by CH1 through CH4, 
as showed in Fig. 2. The gastrocnemius is primarily involved in running, jumping and 
other “fast” movements of leg, and to a lesser degree in walking and standing. The tibi-
alis anterior is responsible for dorsiflexing and inverting the foot. The rectus femoris is 
the flexors of the thigh at the hip. The semitendinosus work to flex the knee and extend 
the hip.

2.2 � Activities Experimental Procedure

We collected data from five healthy subjects, three of which are males and two are 
females, with a mean age 24.13 ± 1.36 years old. We did not choose old and disabled 
individuals in the experiment since they may not be suitable to conduct long-time and 
substantial movements, and the relative trend of each feature extraction and pattern rec-
ognition algorithm would remain the same for both young and old, resulting in no con-
siderable difference in inherent characteristics of EMG signals between subjects with 
and without disabilities [26, 27]. The experimental activities include standing, walking, 
running, stair-ascending, stair-descending, and falling (Fig. 3). The subjects execute six 
activities in order for 20 s each in a session, with 5 s rest between each activity. They 
performed over 60 sessions each, separated by 30 s rest period.

Fig. 2   Description of muscle 
location and sEMG electrode 
placement. Gastrocnemius (GA), 
tibialis anterior (TA), rectus 
femoris (RF), and semitemdino-
sus (ST)
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2.3 � Data Acquisition and Preprocessing

We recorded the sEMG at 1024 Hz sampling frequency using Trigno™ Wireless EMG (Del-
sys Inc., Natick, MA, USA) with 20–450 Hz bandwidth, 16-bit resolution (12 dB/octroll-off), 
and a baseline noise of < 1.25 uV (rms) (Fig. 4). All data processing and analysis were per-
formed in MATLAB with customized programs. The recorded signals are pre-processed using 
Empirical Mode Decomposition to remove unwanted noise [28]. Figure 5 shows the signal 
after de-noising.

2.4 � Wavelet Transformation

A wavelet is a mathematical tool used to divide a signal into different scale components. Com-
pared with Fourier transform, wavelets are localized in both time and frequency. A signal can 
be decomposed by Wavelet analysis via a basis functions. The convolution of the signal x(t) 
with the scaled mother wavelet function �(t) produces Wavelet coefficients Wx(a, b).

(1)Wx(a, b) =
�
x,�a,b

�
=

1
√
a ∫

∞

−∞

x(t)�∗
�
t − b

a

�
dt

(a) Standing (b)Walking (c) Running

(d)Stair-ascending (e)Stair-descending (f)Falling

Fig. 3   Activities experimental procedure, a standing, b walking, c running, d stair-ascending, e stair-
descending, f falling
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where a is the scale of the wavelet, and t is the local time origin of the analyzing wavelet.
In this paper, an improved Morlet mother wavelet function �(�) was used.

where σ is the parameter that controls Morlet wavelet decay, p is the parameter of fre-
quency, usually p > 5. A variation in σ enables changing the adaptive window width.

(2)�(�) = �

[

exp

(
−(� − p)2�2

2

)

− exp

(
−(� − p)2�2

4

)

exp
−p2�2

4

]

Fig. 4   Activities experimental procedure

(a) Before noise reduction                          (b) After noise reduction

Fig. 5   The semitemdinosus sEMG signal of falling, a before noise reduction, b after noise reduction
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2.5 � Wavalet Coherence Coefficient

We employed wavelet coherence coefficient (WCC) to evaluate sEMG cross-correlation 
in time and frequency. The cross-wavelet power of two signals x(t) and y(t) is defined as 
[29]:

The cross-wavelet power represents the local covariance between two signals at each 
scale. Because the wavelet coherence is a measure of local correlation in time and scale 
of sEMG, it is considered as a very useful tool to detect activity based sEMG. The 
wavelet coherence coefficients (WCC) is defined as [30]:

The value of WCC is in the range of 0 ≤ Rxy(a, b) ≤ 1 . The value close to 1 indicates 
high correlation, whereas that close to 0 represents weak correlation. Based on the men-
tioned theory, wavelet coherence is a suitable method to study the signal over time [31, 
32]. We employed wavelet coherence to investigate the sEMG signals.

Furthermore, the observations are drawn from a normally distributed data set and the 
different sets have the same variance, satisfying the essential assumption of T test. So 
that T test is applied to check whether the coherence value at six types of muscle com-
binations significantly differ across activities. Independent sample T test is defined as:

where S2
1
 and S2

2
 are sample variance. n is sample size.The confidence coefficient is defined 

as:

where N is the number of samples, � is confidence level. In our study, � is 95%, which cor-
respond to a P value of 0.05. C� represents the confidence limit. If the value is above C� , 
we consider that the coherence is significant.

2.6 � Classification Method

(1)	 Support Vector Machine (SVM)

SVM analyze data used for classification, which constructs a hyperplane or set of 
hyperplanes in a high- or infinite-dimensional space to separate different datasets [23]. 

(3)Wxy(a, b) = Wx(a, b)W
∗

y
(a, b)

(4)
Rxy(a, b) =

|||
S(Wxy(a, b))

|||
[

S
(
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||
2
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2
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2

(5)
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√
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SVM requires computing the following optimization problem amounts to minimizing an 
expression of the form:

subject to:

where xi is an p-dimensional real vector (p is 2 in this study, and represents two independ-
ent inputs), yi are either 1 or −1, b is a offset, N is the number of samples, ω is the normal 
vector to the hyperplane, ξi is the smallest nonnegative number satisfying Eq. (8).

To be computed easily, Eq. (9) is defined in terms of a kernel function.

where k(x, xi) is a kernel function, the coefficients ai are obtained by solving the optimiza-
tion problem. In this paper, we used Radial Basis Function as the kernel function. The 
hyperparameters C is 0.9 and gamma is 0.35.

2.	 Fuzzy Min–Max Neural Networks (FMMNN)

The FMMNN is based on the hyperbox fuzzy sets [33]. A hyperbox is defined by its 
minimum and maximum points which are created by the input patterns. The membership 
function is set with respect to the minimum and maximum points of the hyperbox. Its mul-
tilayer structure is capable of dealing with a nonlinear separability issue. It also possesses 
an adaptive learning capability.

3.	 Multi-Layer Perceptron (MLP)

MLP is an artificial neural network with collection of units, neurons or nodes, which 
are simple processors whose computing ability is restricted to a rule for combining input to 
calculate an output signal [34]. Output signals may be sent to other units along connections 
known as weights.

3 � Results

3.1 � Classification Method Results of Feature Selection

We calculated the WCC of six kinds of muscle combinations (i.e., RF–ST, ST–TA, 
RF–TA, RF–GA, ST–GA, and GA–TA) after 32-scale wavelet decomposition of sEMG 
signals. The averages of WCC on different scales in six activities are shown in Fig. 6. The 
WCC is maximal at the 32nd scale. Therefore, the 32th scale WCC is selected. Figure 7 
presents a histogram of the 32th scale WCC between different muscles in six ADLs. The 

(7)0.5
‖‖‖
�2‖‖‖

+
1

N

N∑

i=1

�i

(8)yi
[
(xi ⋅ �) + b

] ≥ 1 − �i, i − 1, 2, … , N

(9)f (x) = sgn

(
N∑

i=1

aiyik(x, xi) + b

)
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Fig. 6   The average WCC of six kinds of muscle combinations on different scales in six activities, a is fall-
ing, b is stair-ascending, c is running, d is stair-descending, e is standing, f is walking

Fig. 7   The histogram of WCC between different muscles in 6 ADL
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WCC is between 0.8 and 0.85. The WCC of standing and running is the highest and lowest, 
respectively.

Figure 8 presents scatter diagrams of the 32th scale WCC between different muscles in 
six ADLs. Figure 8 shows that the separability of RF–ST and ST–TA are better than that of 
RF–TA, RF–GA, ST–GA, and GA–TA.

Furthermore, T test was applied to check for significant differences. Statistical tests were 
performed using SPSS. The difference analysis of WCC between two different ADLs is 
shown in Table  1. Sig. represents significant difference, a value of which that is below 
0.05 represents a significant difference. All sig. of RF–ST between two activities are 0, 
except the combination between stair-ascending and stair-descending. All sig. of ST–TA 
are 0 or 0.001, except two kinds of combination. It shows that RF–ST and ST–TA have 

Fig. 8   Scatter diagrams of WCC between different muscles in six ADLs

Table 1   The sig. of muscle combination between two different ADLs

Activities Muscle combination

RF–ST RF–GA RF–TA ST–GA ST–TA GA–TA

Stair-ascending and stair-descending 0.809 0.000 0.000 0.211 0.001 0.040
Stair-ascending and running 0.000 0.085 0.000 0.179 0.000 0.179
Stair-ascending and standing 0.000 0.000 0.274 0.179 0.001 0.000
Stair-ascending and walking 0.000 0.000 0.561 0.000 0.901 0.063
Stair-ascending and falling 0.000 0.000 0.000 0.000 0.000 0.000
Stair-descending and running 0.000 0.000 0.177 0.974 0.000 0.000
Stair-descending and standing 0.000 0.353 0.000 0.974 0.976 0.000
Stair-descending and walking 0.000 0.016 0.000 0.000 0.001 0.842
Stair-descending and falling 0.000 0.006 0.000 0.000 0.000 0.000
Running and standing 0.000 0.000 0.000 0.000 0.000 0.000
Running and walking 0.000 0.000 0.000 0.000 0.000 0.002
Running and falling 0.000 0.000 0.000 0.000 0.000 0.000
Standing and walking 0.000 0.159 0.705 0.000 0.001 0.000
Standing and falling 0.000 0.059 0.000 0.000 0.000 0.000
Walking and falling 0.000 0.625 0.000 0.000 0.000 0.000
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more activities with sig. below 0.05, meaning that the significant difference of RF–ST and 
ST–TA are better than other muscle combinations.

According to the separability and difference analysis, the WCC of RF–ST and ST–TA 
was selected as the feature.

3.2 � Result of Classification

The WCC of RF–ST and ST–TA was entered to the SVM to classify falling, standing, 
walking, running, stair-ascending, and stair-descending. The classification results by SVM 
are compared with FMMNN and MLP. The classification performance was evaluated by 
the sensitivity (SEN), specificity (SPE), accuracy (ACC), and the area under the receiver 
operating characteristic curve (ROC-AUC) [35].

True positive (TP) a target activity occurs, and the classifier detects it.
False positive (FP) the classifier announces a target activity, but it does not occur.
True negative (TN) a non-target activity is performed, but the classifier does not declare 

a target activity.
False negative (FN) a target activity occurs, but the classifier does not detect it.
A receiver operating characteristic (ROC) curve indicates the trade-off between the sen-

sitivity and specificity of a classifier [36], allowing us to examine how the FP and TP rates 
change as the threshold used to determine a match is altered. A useful score for integrating 
these two characteristics is the ROC-AUC score [37].

We used a fourfold cross validation. The result of average sensitivity and specificity 
over four sub-data sets are shown in Fig. 9 and Table 2.

The SVM classifier exhibits great performance for all activities. The average sensitiv-
ity of SVM is 95.98%, the average specificity of SVM is 94.20%, the average accuracy 
of SVM is 95.17%, and the average ROC-AUC is 0.95. The sensitivity, specificity, and 
accuracy of standing and falling are 100%, which indirectly reflects the WCC with SVM 
is suitable to recognize standing and falling. Figure  7 also shows that the WCC of fall-
ing and standing is higher than other activities, indicating that activities with high WCC 
can be easily recognized. Running features relatively low specificity, sensitivity, accuracy, 
and ROC-AUC. The reason may be that abnormal co-active muscle, electrode vibration, or 
sweat in sharp running causes unstable sEMG [38, 39]. Furthermore, FMMNN and MLP 
demonstrate weak performance. The average accuracy drops to 90.89% and 92.04%, the 
average ROC-AUC drops to 0.91 and 0.92, respectively. The SVM is superior to FMMNN 
and MLP in terms of activity recognition.

The WCC was compared with six features, within which the average sensitivity, speci-
ficity, accuracy and ROC-AUC for seven features with three classifiers are shown in 
Table 3. The sensitivity of WCC is higher than the six other features. Although the speci-
ficity of the other features is higher than that of WCC, the sensitivity is below 83.33%, 

(10)SEN =
TP

TP + FN

(11)SPE =
TN

TN + FP

(12)ACC =
(TP + TN)

TP + FP + FN + TN
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Fig. 9   Average sensitivity, specificity, and accuracy of seven ADLs by SVM, FMMNN, and MLP. a Aver-
age sensitivity (error bar: standard error), b average specificity (error bar: standard error), c average accu-
racy (error bar: standard error)
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which is too low for activity recognition. The sensitivity, specificity, accuracy and ROC-
AUC of SVM for all features is higher than those of FMMNN and MLP. Therefore, the 
WCC with SVM exhibits the best performance in our paper.

4 � Conclusion

Daily activity monitoring and fall detection is very important for the people who need 
assistance in their daily life, such as the elderly or frail. In this paper, we focus on ADL 
monitoring, which is mainly involved in standing, walking, running, stair-ascending, stair-
descending, and falling. To effectively extract the feature of sEMG signal, we analyzed 
the WCC between two different sEMG signals to distinguish daily activities. The sEMG 
signals of RF, ST, TA, and GA muscles were simultaneously recorded from right lower 
limb of three subjects instructed to execute six experimental activities. Experiment results 
show significant muscle coherence appearing at the 32th scale. Statistical T test shows that 
the WCC of RF–ST and ST–TA is statistically different from that of the four other muscle 
combinations. According to separability and difference analysis, the WCC of RF–ST and 
ST–TA was selected as the feature. The WCC with SVM exhibits great performance for 
all activities especially for standing and falling, which feature 100% sensitivity, specificity, 
and accuracy.

Table 2   The average sensitivity, specificity, accuracy and ROC-AUC of seven ADLs by SVM, FMMNN, 
and MLP (SEN %, SPE %, ACC %, ROC-AUC)

SVM FMMNN MLP

Stair-ascending 96.15 92.56 94.43 0.93 91.66 84.52 88.23 0.89 92.35 90.46 91.45 0.91
Stair-descending 96.15 92.56 94.43 0.93 91.66 84.52 88.23 0.89 92.35 90.46 91.45 0.91
Standing 100 100 100 1 98.07 96.15 97.24 0.96 97.32 95.45 96.43 0.96
Walking 99.04 96.15 97.63 0.97 92.56 91.66 92.18 0.92 93.48 92.39 92.97 0.93
Running 84.52 84.52 84.52 0.84 75.15 83.33 79.86 0.81 79.24 80.56 79.98 0.80
Falling 100 100 100 1 100 99.04 99.56 0.99 100 99.86 99.94 0.99
Average 95.98 94.20 95.17 0.95 93.18 89.87 90.89 0.91 92.45 91.53 92.04 0.92
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