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A Novel Prescribed-Time Control Approach of
State-Constrained High-Order Nonlinear Systems

Yangang Yao , Yu Kang , Yunbo Zhao , Pengfei Li , and Jieqing Tan

Abstract—A novel practical prescribed-time control (PPTC)
approach for high-order nonlinear systems (HONSs) subject to
state constraints is studied in this article. Different from the
existing methods which always require the constraint boundaries
to be continuous functions, the state constraints considered in
this article are discontinuous (i.e., the state constraints occur only
in some time periods and not in others), which can be found
in many practical systems. By designing a novel stretch model-
based nonlinear mapping function (NMF), the state constraints
are dealt with directly, and the limitations that the virtual control
function depends upon the feasibility condition (FC) and the
tracking error depends upon the constraint boundaries in the
conventional schemes are removed. Meanwhile, the proposed
method is a unified one, which is also effective for HONSs with
conventional continuous state constraints/ deferred state con-
straints/ funnel constraints or constraints-free without altering
the control structure. Furthermore, by designing a newly time-
varying scaling transformation function (STF), a more relaxed
criterion for practical prescribed-time stable (PPTS) is given,
based on which a newly PPTC algorithm is designed. The result
shows that the proposed algorithm can preset the upper bound of
the settling time, which does not depend upon the initial state of
the system and control parameters, the limitations of singularity
problem and excessive initial control input in existing methods are
removed. Simulation examples verify the algorithm developed.

Index Terms—Fuzzy control, high-order nonlinear systems,
practical prescribed-time control (PPTC), state constraints.

I. INTRODUCTION

IN VIEW of production safety or control performance,
adaptive control of nonlinear systems subject to state

constraints has become a hot topic in the past few decades.
Early schemes include set invariance notions [1], reference
governors [2], and model predictive control [3]. Regrettably,
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the above schemes depend on computationally intensive algo-
rithms. To this end, an effective tool called barrier Lyapunov
function (BLF) was presented in [4], which can deal with state
constraints without depending on computationally intensive
algorithms. Afterwards, many significant BLF-based algo-
rithms were obtained for state/output-constrained systems,
see [5], [6], [7] and related references. However, the core of
BLF-based approach is to transform the state constraints into
error constraints. Since the tracking error involves the virtual
control function, the BLF-based method has an obvious limi-
tation that the virtual control function should always be within
the constraint range, i.e., the so called “FC.” Subsequently,
some nonlinear mapping function (NMF)-based schemes were
proposed by introducing the NMF that only contain state
variables [8], [9], [10], [11], [12], which can effectively
remove the feasibility condition (FC). It is noteworthy that the
schemes proposed in [4], [5], [6], [7], [8], [9], [10], [11], and
[12] are aimed at general feedback nonlinear systems subject
to state/output constraints, and are not suitable for high-order
nonlinear systems (HONSs).

Since there is at least one pi greater than 1, the Jacobian
linearization of HONSs (see (1)) may not be controllable
and feedback linearizable, the control of state-constrained
HONSs is bound to be more trickier. Even so, some remark-
able progresses were achieved in recent years [13], [14],
[15], [16], [17], [18]. For example, by virtue of designing
the log-type high-order BLF (L-HBLF), two newly control
algorithms for full-state constrained HONSs were obtained
in [13] and [14]. The unified methods based on tan-type
high-order BLF (T-HBLF) were presented for HONSs with
state constraints [15], [16], which are still effective for
HONSs without constraints. Similar to the BLF-based meth-
ods [5], [6], [7], the L/T-HBLF-based methods also have the
disadvantage of relying on FC. To this end, the NMF-based
schemes of state-constrained HONSs were presented [17],
[18], [19], [20]. To name a list, inspired by the ideas
in [8], the asymptotic tracking [17] and practical tracking
control [18] were presented for HONSs with state constraints.
Yao et al. [19] proposed a novel fuzzy control of HONSs
with multitype state constraints, which can be applied to
HONSs with different constrained boundaries without chang-
ing the control structure. Recently, a unified scheme for
full-state constrained stochastic HONSs was presented in [20],
a significant advantage is that the tracking error no longer
depends on constraint boundaries. It is particularly worth
emphasizing that all the methods mentioned above assume
that the constraint boundaries are continuous, which means
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that the state constraints always exist. Nevertheless, many
actual systems usually encounter state constraints only in
some special time periods, and not in other time periods. To
take a simple example, an unmanned robot needs to travel
through multiple narrow areas to carry out a rescue mission,
in fact, the robot only encounters constraints in certain narrow
areas and task execution areas, but not in other time intervals
(hereinafter referred to as “intermittent state constraints”).
Obviously, this involves multiple alternating between con-
strained and unconstrained cases. Although the T-HBLF-based
methods [15], [16] and NMF-based method [19], [20] are
also suitable for unconstrained HONSs, they still cannot deal
with the intermittent state constraints that alternate between
constrained and unconstrained. Therefore, it is a meaningful
and challenging work to investigate the control scheme for
HONSs with intermittent state constraints.

In addition, the settling time is also a particularly important
consideration in practical system control, and usually a finite
and controllable settling time is favored by users. To this end,
many finite-time control (FTC) methods were obtained for
output/state-constrained HONSs [21], [22], [23], [24]. Bearing
in mind that the settling time of FTC algorithms depends upon
the initial state of the system. Another FTC methods based
on finite-time prescribed performance function (FTPPF) were
proposed in [25], [26], [27], and [28]. The disadvantage of
these methods is that variable transformation is required, which
increases the computational complexity to some extent. Then,
the fixed-time control (FxTC) algorithms were presented for
general feedback nonlinear systems [29], [30] and HONSs [19],
[20], [31], [32], which effectively removes the limitation that
the settling time depends upon the initial value. Although
the FxTC has a significant advantage over the FTC, it still
has some limitations, like the upper bound of the settling
time of theoretical analysis differs greatly from the simulation
results, and the relationship between the upper bound and
design parameters is ambiguous [33].

Recently, prescribed-time control (PTC) have attracted a lot
of attention, which has a prominent advantage that the settling
time can be preset. It is very valuable for the control of many
practical systems (such as UAV for intensive rescue, military
targeted attacks, and so on), and a large number of effective
PTC methods were proposed. To name a list, by designing
the scaling transformation function (STF), the PTC schemes
were presented for uncertain nonlinear systems [35], [36],
switched nonlinear systems [37], multiagent systems [38],
stochastic nonlinear systems [39], [40] and HONSs [41]. It
is worthy noting that the STF designed in [35], [36], [37],
[38], [39], [40], and [41] goes to infinity as time tends to
the prescribed terminal time, which might cause a singularity
problem in implementing the constructed controller. Toward
this end, Ning et al. [42] presented a practical prescribed-
time control (PPTC) algorithm by designing a time base
generator. Recently, Guo and Hu [43] applied this method to
HONSs. However, the above methods follow V̇ ≤ −κ(t)V
when designing the controller (where V denotes the Lyapunov
function (LF), κ(t) denotes a time-varying function of time-
based generator), which is undoubtedly very demanding. Then,
some new PPTC methods based on more relaxed conditions
were proposed in [44], [45], [46], and [47]. For instance, two

event-triggered-based PPTC methods were presented for space
teleoperation systems [44] and state-constrained nonlinear
systems [45]. One drawback of the above methods is that
the designed controller is prone to singularity. Two PPTC
methods were proposed for interconnected systems [46] and
strict-feedback nonlinear systems [47], where the LF V needs
to be satisfied V̇ ≤ (π/(rT))(V1+r/2 + V1−r/2) + � (where
r ∈ (0, 1), T and � are positive constants). Since the designed
control input contains a term with a power greater than one, so
that when the initial state deviates from the equilibrium point
by a large amount, the initial control input becomes large.
Recently, Zou et al. [48] proposed a new PPTC scheme, which
can effectively overcome the problems of singularity and
large initial control input. Nevertheless, the method presented
in [48] is only suitable for general feedback nonlinear systems
without state constraints, which leads us to study a novel PPTC
algorithm for intermittent state-constrained HONSs.

To sum up, although the remarkable progresses have been
made for control of state-constrained HONSs, there are still
some limitations.

1) The existing methods to deal with state constraints are
mainly divided into two categories, i.e., T/L-HBLF-
based methods [13], [14], [15], [16] and NMF-based
methods [17], [18], [19], [20]. The former depends
on the FC, although the latter removes the FC, while
they are only applicable to continuous state-constrained
HONSs, but not to the intermittent state-constrained
HONSs.

2) The existing control algorithms of HONSs can only
ensure finite/fixed-time stability except for those
in [41] and [43].

However, the STF designed in [41] goes to infinity as time
tends to the prescribed terminal time, which might cause a sin-
gularity problem in implementing the constructed controller,
and the PPTC method proposed in [43] follow V̇ ≤ −κ(t)V
when designing the controller, which is undoubtedly very
demanding. As far as we know, the PPTC scheme of HONSs
with intermittent state constraints has not made progress.
Therefore, this article attempts to take a step forward toward
addressing such a challenging problem. The contributions are
concluded as follows.

1) Distinct from the conventional control methods of
state-constrained HONSs [13], [14], [15], [16], [17],
[18], [19], [20],which are only applicable to HONSs
with continuous constrained boundaries. The inter-
mittent state constraint considered in this article is
characterized by constraint discontinuity, which means
that the state constraints occur only in some time
periods and not in others. By designing a novel
stretch model-based NMF, the intermittent state con-
straints are handled, and the limitations of virtual
control function depends upon FC [13], [14], [15], [16]
and tracking error depends upon constraint boundaries
are removed [17], [18], [19]. Moreover, the proposed
method is a unified scheme, which is also appli-
cable to HONSs with conventional continuous state
constraints/deferred state constraints/funnel constraints
or constraints-free without changing the control struc-
ture.
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2) With the aid of a newly smooth STF, a novel criterion for
practical prescribed-time stable (PPTS) is given, which
is more relaxed than that in [42] and [43]. Combined
with FLS and backstepping technique, a newly PPTC
algorithm for intermittent state constrained HONSs is
designed. The proposed algorithm can preset the upper
bound of the settling time, which does not depend upon
the initial state of the system and control parameters,
and the limitations of the singularity problem in [35],
[36], [37], [38], [39], [40], [41], [44], and [45] and
the excessive initial control input in [46] and [47] are
removed.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Problem Formulation

This article considers a class of uncertain HONSs
⎧
⎨

⎩

ẋi = fi(x̄i)+ gi(x̄i)x
pi
i+1, i = 1, . . . , n − 1

ẋn = fn(x̄n)+ gn(x̄n)upn

y = x1

(1)

and the following state constraints need to be observed:

x ∈ B x =
{

x ∈ Rn
∣
∣
∣yd − L1(t) < x1 < yd + H1(t)

− Li(t) < xi < Hi(t) ∀t ∈
[
tis,j, tie,j

]}

(2)

where i = 2, . . . , n, x̄n = [x1, . . . , xn]T denotes system state,
and x̄i = [x1, . . . , xi]T . y, u represent system output and input,
respectively. fi(·) and gi(·) represent uncertain continuous
nonlinear function with i = 1, . . . , n. pi ∈ R≥1

odd = {q1/q2|qi

denotes a positive odd constant,q1 > q2}. The differentiable
constraint boundaries −Li(t) and Hi(t) satisfy −Li(t) < 0 <
Hi(t). [tis,j, tie,j] represents the jth constraint interval of xi,
satisfying 0 ≤ tis,j ≤ tie,j ≤ tis,j+1 ≤ tie,j+1 ≤ ∞ with j =
1, . . . , ki − 1.

Remark 1: It is worth noting that the state constraint
considered in this article is discontinuous, which means that
the state variable xi is constrained in ki time intervals, but
not in other intervals, i.e., xi ∈ (−Li(t),Hi(t)) for ∀t ∈
[tis,j, tie,j], j = 1, . . . , ki, i = 1, . . . , n, and in other time
intervals, the system has no state constraints. Obviously,
the control design of HONSs with intermittent state con-
straints is not straight forward. Moreover, the proposed
scheme is also suitable for HONSs with conventional con-
tinuous state constraints/deferred constraints/funnel constraints
or constraints-free without changing the control structure (see
Remark 9).

This article aims to construct an effective control algorithm
to ensure that all signals of HONS (1) are semi-global
bounded, and the intermittent state constraints are not violated,
i.e., x ∈ B x. Meanwhile, the system output y tracks the given
desired signal yd within a prescribed time.

To achieve the control objectives, two rationalization
assumptions are given as follows.

Assumption 1 [19]: The first derivative of the desired signal
yd is bounded and continuous.

Assumption 2 [20]: gi(·) is strictly positive or strictly neg-
ative bounded function, and ∃ g ∈ R+, such that 0 < g ≤
|gi(·)| < +∞. For the sake of simplicity, let gi(·) > 0.

Remark 2: Assumptions 1-2 are two reasonable assump-
tions used for control of nonlinear systems that widely exist
in many literatures. Of course, when the control direction is
unknown (i.e., the sign of g(·) is unknown), there are already
some effective processing schemes, see [49] for details. Since
this article focuses on the PPTC of state-constrained HONSs,
the proposed scheme is carried out under Assumption 2 for
analysis simplicity, and the same assumption is also given
in [19] and [20]. In fact, many actual systems do satisfy
Assumption 2, like single-link manipulator system, the perma-
nent magnet brush dc motor system, and so on.

B. Practical Prescribed-Time Stable

Definition 1 [48]: For the following system:

ẋ = f (x, t), f (0, t) = 0 (3)

where f : Rm × R+ → Rm denotes a nonlinear continuous
function. Let x = 0 be the solution of system (3). If ∃ T ∈ R+
such that

x(t) = 0 ∀t ∈ [T,+∞) (4)

then, the solution of (3) is PTS. If ∃ ε ∈ R+,T ∈ R+ such that

‖x(t)‖ ≤ ε ∀t ∈ [T,+∞) (5)

then, the solution of (3) is PPTS.
First, a novel STF κ(t) is designed as follows:

κ(t) =
{

1
ε+(1− t

T )
n , t ∈ [0,T]

1
ε
, t ∈ (T,+∞)

(6)

where T and ε are positive design parameters, and 0 < ε � 1.
Obviously, κ(t) has the following properties.

1) κ(t) is nondecreasing and continuous on [0,+∞), and
κ(0) = 1/(1 + ε), κ(T) = 1/ε.

2) κ(t) is Cn on [0,+∞).
Next, a sufficient condition for the PPTS of system (3) will

be shown by Lemma 1.
Lemma 1: Given a radially unbounded positive definite LF

V(t), if ∃ c, � ∈ R+, such that

V̇(t) ≤ −cV(t)− κ̇(t)

κ(t)
V(t)+ � (7)

then, one has V(t) ≤ εV(0)+�/c when t ≥ T , and V(t) → �/c
as t → +∞.

Proof: Let V̄(t) = κ(t)V(t), then one can obtain

˙̄V(t) ≤ −cV̄(t)+ κ(t)�. (8)

Based on (8), one has

V̄(t) ≤ V(0)e−t

1 + ε
+ �

cε
. (9)

Then, we can further obtain

V(t) ≤ V(0)e−t

(1 + ε)κ(t)
+ �

cεκ(t)
. (10)
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It can be seen from (10) that V(t) ≤ εV(0) + �/c when
t ≥ T , and V(t) → �/c as t → +∞. �

Remark 3: It is noted that when � = 0, one has V(t) ≤
εV(0) when t ≥ T , and then asymptotically converges
to 0, the proposed scheme can degenerate to the results
in [42] and [43]. For PTC methods in [39] and [40], the STF
is designed as κ(t) = T/(T − t), so κ(t) goes to infinity as
time tends to the prescribed time T , which obviously cause a
singularity problem in implementing the designed controller.
However, the novel STF (6) constructed in this article is Cn

on [0,+∞), the singularity problem is avoided.
Remark 4: The sufficient condition for the PPTS given

in [42] and [43] is that the LF V needs to be satisfied V̇ ≤
−κ1(t)V , where κ1(t) denotes a positive function, including the
time-based generator. Obviously, this condition is undoubtedly
very demanding, and does not apply to the control of HONSs
where the system functions are completely unknown. The
sufficient condition for the PPTS given in [44] and [45] is that
the LF V needs to be satisfied V̇ ≤ −cV − (2κ̇2(t)/κ2(t))V +
η/κ2(t) + �, where κ2(t) denotes a time-varying piecewise
function, c, η, � ∈ R+. The term η/κ2(t) on the right-hand
side of the inequality makes the designed controller prone to
singularity problems. The sufficient condition for the PPTS
given in [46] and [47] is that V should be satisfied V̇ ≤
(π/(rT))(V1+r/2 + V1−r/2) + � (where r ∈ (0, 1), T and
� are positive constants), under which the designed control
input contains a term with a power greater than one, so that
when the initial state deviates from the equilibrium point
by a large amount, an excessive initial control input may
occur. Obviously, it can be seen from Lemma 1 that the
above limitations are overcome in this article. Compared with
the FTPPF-based FTC algorithm [25], [26], [27], [28], the
proposed PPTC algorithm does not require any state transition,
so the control design process is simpler.

C. Important Lemmas

Lemma 2 [13]: For an unknown nonlinear function F (Z),
a FLS can be used to approximate it in the following form:

F (Z) = �(Z)+ϒT
(Z),
(|�(Z)| ≤ �,� ∈ R+) (11)

where 
(Z), ϒ,Z,�(Z) denote basis function, weight, input
and error, respectively.


(Z) = [
1(Z), . . . ,
m(Z)]T

∑n
i=1
i(Z)

,m ∈ R+

with


i(Z) = exp

[
−(Z − Zi)

T(Z − Zi)

ιi2

]

, i = 1, . . . ,m.

Zi and ιi are the center vector and the spreads of 
i(Z).
Lemma 3 [19]: For α, β, γ ∈ R+, φ,ψ ∈ R, p ∈ R≥1

odd, one
has

|φ|α|ψ |β ≤ γα

α + β
|φ|α+β + βγ

− α
β

α + β
|ψ |α+β (12)

|φp − ψp| ≤ �|φ − ψ |
(
|φ − ψ |p−1 + |ψ |p−1

)
(13)

Fig. 1. Graphs of S i(t) with σ i = 0.01, 0.02.0.03.

where � = p(2p−2 + 2).
Lemma 4 [20]: For φ ≥ 0, ψ > 0 and γ ≥ 1, one has

φ ≤ ψ +
(
φ

γ

)γ(
γ − 1

ψ

)γ−1

. (14)

III. MAIN RESULTS

A. System Transformation

Design a stretching function as follows:

S i(t) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

e�
i
1(t), t ∈ [0, tis,1)

1, t ∈ [tis,j, tie,j), j = 1, . . . , ki

e�
i
j+1(t), t ∈ [tie,j, tis,j+1), j = 1, . . . , ki − 1

e
�i

ki+1
(t)
, t ∈ [ti

e,ki ,+∞)

(15)

where i = 1, . . . , n, and

�i
1(t) = −

(
t − tis,1

)2n

σ i
1

, �i
ki+1(t) = −

(
ti
e,ki − t

)2n

σ i
ki+1

�i
j+1(t) =

(

t − tie,j+tis,j+1
2

)2n

−
(

tie,j−tis,j+1
2

)2n

σ i
j+1

with j = 1, . . . , ki − 1, and 0 < σ i
j � 1 denotes the

design parameter. Obviously, the smaller σ i
j , the faster S i(t)

converges at the piecewise point. Fig. 1 shows the graphs of
S i(t) when σ i = 0.01, 0.02.0.03, respectively, where tis,1 = 2,
tie,1 = 3, tis,2 = 5, tie,2 = 6.

According to Fig. 1 and (15), one can know that S i(t) has
the following properties.

1) S i(t) ≡ 1 for ∀t ∈ [tis,j, tie,j], and lim
t→tis,j

− S i(t) =
lim

t→tie,j
+ S i(t) = 1.

2) S i(t) approaches 0 on the large measure sub-
set of (0, tis,1) ∪ . . . (tie,j, tis,j+1) . . . ∪ (ti

e,ki ,+∞),
j = 1, . . . , ki − 1.

3) S i(t) is continuous on t ∈ [0,+∞).
The following auxiliary variables are introduced:

{
η1(t) = e1S 1(t)
ηi(t) = xiS i(t), i = 2, . . . , n

(16)

where e1 = x1 − yd denotes the tracking error.
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Inspired by [20], the following Cn functions are designed:

�i1(ηi(t),Li(t)) = −N i(ηi(t))

(
ηi(t)

Li(t)

)2m

+ 1 (17)

�i2(ηi(t),Hi(t)) = −N̄ i(ηi(t))

(
ηi(t)

Hi(t)

)2m

+ 1 (18)

where 2m > n,m ∈ z+, N̄ i(ηi(t)) = 1 − N i(ηi(t)), and

N i(ηi(t)) =
{

1, −Li(t) < ηi(t) ≤ 0
0, 0 < ηi(t) < Hi(t).

For simplicity, in the remainder of this article, let Li =
Li(t),Hi = Hi(t), ηi = ηi(t), �i1 = �i1(ηi,Li), �i2 =
�i2(ηi,Hi),S i = S i(t),N i = N i(ηi), N̄ i = N̄ i(ηi(t)) with
i = 1, . . . , n.

Then, perform the following NMF:
{
χ1 = e1

�11�12

χi = xi
�i1�i2

, i = 2, . . . , n.
(19)

Based on (17)–(19), it can be known that if −Li(0) <
ηi(0) < Hi(0), then χi → ∞ if and only if ηi(t) → H−

i (t)
or ηi(t) → −L+

i (t). As χi is continuous, it can be further
obtained that as long as −Li(0) < ηi(0) < Hi(0) and χi is
bounded, then one has

− Li(t) < ηi(t) < Hi(t). (20)

Based on (16) and (20), we can further obtain
{ −L1(t)

S 1(t)
< e1 <

H1(t)
S 1(t)−Li(t)

S i(t)
< xi <

Hi(t)
S i(t)

, i = 2, . . . , n.
(21)

Remark 5: According to (21) and the properties of S i(t),
one can obtain that −L1(t) < e1 < H1(t),−Li(t) < xi < Hi(t)
for ∀t ∈ [tis,j, tie,j], j = 1, . . . , ki, and when t ∈ (0, tis,1) ∪
. . . (tie,j, tis,j+1) . . .∪(tie,ki ,+∞), one has −Li(t)/S i(t) → −∞
and Hi(t)/S i(t) → +∞, which means −∞ < xi < +∞.
It is important to note that the function S i(t) plays the
role of “stretching” the original constraint boundary to an
infinite boundary when no constraint is needed, so we call
S i(t) “stretching function.” In fact, this article deals with
intermittent state constraints in a “continuous” way, which is
fundamentally different from the control of switched system.

Remark 6: For T/L-HBLF-based schemes [13], [14], [15],
[16], they are essentially transformed into constraints on
errors, since the errors involve the virtual control functions, so
the FC need to be satisfied (see Remark 4 in [19] for details).
From (19), the designed NMF only contain state variables,
so the proposed scheme effectively remove the FC. Note that
the NMF-based algorithms proposed in [17], [18], [19], and
[20] can also remove the FC, but the above schemes are only
applicable to continuous state constrained HONSs, while the
proposed scheme can effectively deal with the intermittent
state constraints. Furthermore, the limitation that tracking error
dependent on constraint boundaries in [17], [18], and [19] is
also removed in this article (see Remark 8). It is worth noting
that the idea of stretch model-based is inspired by [12], which
considers only one constraint interval, while ki constraint
intervals are considered in this article. It is obvious that the
proposed method has a wider range of application. In addition,
this article considers the PPTC of state-constrained HONSs,

while the method proposed in [12] is limited to the asymptotic
tracking control of second-order strict-feedback systems with
output constraints.

Let H i = �i1�i2, from (19), one has
{
χ̇1 = μ1ė1 + υ1
χ̇i = μiẋi + υi, i = 2, . . . , n

(22)

where μi = (H i + 2mη2m
i bi1)/H

2
i , bi1 = N i/L2m

i +
N̄ i/H2m

i , υi = 2mη2m−1
i bi2/H

2
i with i = 1, . . . , n, and

b12 =
(

e1Ṡ 1L1 − η1L̇1

L2m+1
1

N 1 + e1Ṡ 1H1 − η1Ḣ1

H2m+1
1

N̄ 1

)

e1

bi2 =
(

xiṠ iLi − ηiL̇i

L2m+1
i

N i + xiṠ iHi − ηiḢi

H2m+1
i

N̄ i

)

xi

with Ṡ i(t) = 0 for t ∈ [tis,j, tie,j].

B. Controller Design

Let z1 = χ1, zi = χi − αi−1, where αi−1 denotes the virtual
control function with i = 2, . . . , n. From (22), one has

⎧
⎪⎪⎨

⎪⎪⎩

ż1 = μ1
(
f̄1(x̄1, yd)− ẏd

)+ G1χ
p1
2

żi = μi

(
f̄i(x̄i, yd)− α̇i−1

μi

)
+ Giχ

pi
i+1

żn = μn

(
f̄n(x̄n, yd)− α̇n−1

μn

)
+ Gnupn

(23)

where i = 2, . . . , n−1, f̄i(x̄i, yd) = fi(x̄i)+υi/μi, i = 1, . . . , n,
Gi = μigi(x̄i)H

pi
i+1, i = 1, . . . , n − 1, Gn = μngn(x̄n).

Let �̃i = �i − �̂i, �̂i denotes the estimation of �i, �i =
‖ϒi‖2, i = 1, . . . , n. Design αi and ˙̂

�i as

αi � −�izi (24)

�i =
[

1

Gi

(
σi

Pi
κ̄i + φi

)] 1
pi

(25)

˙̂
�i = ri

4ai
|zi|Pi−1‖
i(Zi)‖2 − κ̄i�̂i (26)

where σi = ((pi − 1)/Piνi)
(pi−1)/Pi(Pi/(p + 1))(p+1)/Pi , Pi =

p − pi + 2, p = max1≤i≤n{pi}, κ̄i = ci + κ̇(t)/κ(t), νi, ci, ai, ri

denote positive constants, i = 1, . . . , n. Gi = μigH
pi
i+1 with

i = 1, . . . , n − 1, Gn = μng, αn = u, φi will be shown later.
Remark 7: It can be concluded from (19) that the NMF (19)

has an inverse function, in other words, xi can be represented
by χi. Due to the use of FLSs, it is not necessary to know their
specific expressions in this article, and only take the variables
included in the nonlinear function as input.

The specific control design process is given below.
Step 1: Select the 1th LF V1 as

V1 = 1

P1
zP1

1 + 1

2r1
�̃2

1. (27)

From (23) and (27), we have

V̇1 = μ1zP1−1
1

(
f̄1(x̄1, yd)− ẏd

)+ G1zP1−1
1 χ

p1
2 − �̃1

˙̂
�1

r1

= zP1−1
1 F 1(Z1)+ G1zP1−1

1

(
χ

p1
2 − α

p1
1

)− �̃1
˙̂
�1

r1

− P1 − 1

P1
zP1

1 − G1ψ1zp+1
1 + G1zP1−1

1 α
p1
1 (28)
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where F 1(Z1) = (P1 − 1)z1/P1 + μ1(f̄1(x̄1, yd) − ẏd) +
G1ψ1zp1

1 , Z1 = [x̄1, yd, ẏd]T , ψ1 will be shown later.
This article adopts the FLS to approximate F i(Zi), i.e.,

F i(Zi) = �i(Zi) + ϒT
i 
i(Zi), where |�i(Zi)| ≤ �i, and

�i ∈ R+.
Based on Lemmas 3-4, one has

zP1−1
1 F 1(Z1) = zP1−1

1

(
ϒT

1 
1(Z1)+�1(Z1)
)

≤ |z1|P1−1�̃1‖
1(Z1)‖2

4a1
+ �

P1
1

P1

+ P1 − 1

P1
zP1

1 + zp+1
1 φ1 + δ1 (29)

where a1 and δ1 denote positive constants, and

�1 =
√

1 + �̂2
1‖
1(Z1)‖2

4a1
+ a1,

φ1 =
[
(P1 − 1)�1

p + 1

] p+1
P1−1

[
p1

(P1 − 1)δ1

] p1
P1−1

.

From (24) and (25), we have

G1zP1−1
1 α

p1
1 ≤ −σ1

P1
κ̄1zp+1

1 − φ1zp+1
1 . (30)

From Lemma 3, we can obtain

G1zP1−1
1

(
χ

p1
2 − α

p1
1

) ≤ p1 + 1

p + 1
G1zp+1

2 + G1ψ1zp+1
1 (31)

where

�1 = p1

(
2p1−2 + 2

)

ψ1 = (P1 − 1)�
p+1

P1−1

1 + p
(
�1|�1|p1−1

) p+1
p

p + 1
.

Substituting (26) and (29)–(31) to (28), we have

V̇1 ≤ − σ1κ̄1

P1
zp+1

1 + κ̄1

r1
�̃1�̂1 + p1 + 1

p + 1
G1zp+1

2 + �1 (32)

where �1 = δ1 +�
P1
1 /P1.

Step i (i = 2, . . . , n − 1): Select the ith LF Vi as

Vi = Vi−1 + 1

Pi
zPi

i + 1

2ri
�̃2

i . (33)

Then, one can obtain

V̇i ≤ −
i−1∑

j=1

(
σjκ̄j

Pj
zp+1

j − κ̄j

rj
�̃j�̂j − �j

)

− �̃i
˙̂
�i

ri

+ zPi−1
i F i(Zi)+ Giz

Pi−1
i

(
χ

pi
i+1 − α

pi
i

)

+ Giz
Pi−1
i α

pi
i − Pi − 1

Pi
zPi

i − Giψiz
p+1
i (34)

where F i(Zi) = μif̄i(x̄i, yd)− α̇i−1 +(Pi −1)zi/Pi +Giψiz
pi
i +

[(pi−1+1)Gi−1zpi
i ]/(p+1), �j = δj+�Pj

j /Pj. ψi will be shown
later.

On the basis of Lemmas 3-4, one can obtain

zPi−1
i F i(Zi) ≤ |zi|Pi−1�̃i‖
i(Zi)‖2

4ai
+ �

Pi
i

Pi

+ Pi − 1

Pi
zPi

i + φiz
p+1
i + δi (35)

where ai and δi denote positive constants, and

�i =
√

1 + �̂2
i ‖
i(Zi)‖2

4ai
+ ai

φi =
[
(Pi − 1)�i

p + 1

] p+1
Pi−1

[
pi

(Pi − 1)δi

] pi
Pi−1

.

Based on Lemma 3, we have

Giz
Pi−1
i

(
χ

pi
i+1 − α

pi
i

) ≤ pi + 1

p + 1
Giz

p+1
i+1 + Giψiz

p+1
i (36)

where

�i = pi

(
2 + 2pi−2

)

ψi = (Pi − 1)�
p+1
Pi−1

i + p
(
�i|�i|pi−1

) p+1
p

p + 1
.

Substituting (24)–(26) and (35)–(36) into (34), one can
obtain

V̇i ≤ −
i∑

j=1

σjκ̄j

Pj
zp+1

j +
i∑

j=1

κ̄j

rj
�̃j�̂j

+
i∑

j=1

�j + pi + 1

p + 1
Giz

p+1
i+1 . (37)

Step n: Select the nth LFc Vn as

Vn = Vn−1 + 1

Pn
zPn

n + 1

2rn
�̃2

n. (38)

From (38), we have

V̇n ≤ −
n−1∑

j=1

(
σjκ̄j

Pj
zp+1

j − κ̄j

rj
�̃j�̂j − �j

)

− �̃n
˙̂
�n

rn

+ zPn−1
n F n(Zn)+ GnzPn−1

n upn − Pn − 1

Pn
zPn

n (39)

where F n(Zn) = μnf̄n(x̄n, yd) − α̇n−1 + (Pn − 1)zn/Pn +
[(pn−1 + 1)Gn−1zpn

n ]/(p + 1).
Similar to (29) and (35), one has

zPn−1
n F n(Zn) ≤ |zn|Pn−1�̃n‖
n(Zn)‖2

4an
+ �

Pn
n

Pn

+ Pn − 1

Pn
zPn

n + φnzp+1
n + δn (40)

where an and δn denote positive constants, and

�n =
√

1 + �̂2
n‖
n(Zn)‖2

4an
+ an

φn =
[
(Pn − 1)�n

p + 1

] p+1
Pn−1

[
pn

(Pn − 1)δn

] pn
Pn−1

.

Substituting (24)–(26) and (40) into (39), one has

V̇n ≤ −
n∑

j=1

σjκ̄j

Pj
zp+1

j +
n∑

j=1

κ̄j

rj
�̃j�̂j +

n∑

j=1

�j. (41)
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Fig. 2. Block diagram of the proposed algorithm.

It can be obtained from Lemma 4 that zPi
i ≤ νi + zp+1

i σi,
then −zp+1

i ≤ (−zPi
i + νi)/σi, i = 1, . . . , n. Then, one has

V̇n ≤ −
n∑

j=1

κ̄j

Pj
z

Pj
j +

n∑

j=1

κ̄j

rj
�̃j�̂j +

n∑

j=1

(

�j + νi

σj

)

. (42)

Since �̃j�̂j ≤ −�̃2
j /2 +�2

j /2, then we have

V̇n ≤ −
n∑

j=1

κ̄j

Pj
z

Pj
j −

n∑

j=1

κ̄j�̃
2
j

2rj
+ � (43)

where � = ∑n
j=1(�j + νj/σj)+∑n

j=1(κ̄j�
2
j )/(2rj).

Let c = min1≤i≤n{ci}, based on the expression of κ̄i, we can
obtain

V̇n ≤ − cVn − κ̇(t)

κ(t)
Vn + �. (44)

The block diagram of the proposed algorithm is given in
Fig. 2

C. Stability Analysis

The stability analysis is concluded by the following
Theorem.

Theorem For HONS (1) with x(0) ∈ B x and
Assumptions 1-2, the designed control scheme ensures
O 1) All signals of HONS (1) are semi-globally bounded.
O 2) The intermittent state constraints are not transgressed

without involving the FC.
O 3) The system output y tracks the desired signal yd within

a prescribed time.
Proof:
O 1): According to Lemma 1 and (44), it can be known that

the designed control algorithm ensures that the closed-loop
system is PPTS, and

Vn ≤ Vn(0)e−t

(1 + ε)κ(t)
+ �

cεκ(t)
. (45)

Then, one can know from (45) that

Vn ≤ εVn(0)+ �

c
∀t ≥ T. (46)

According to the expression of Vn, one know that zi and �̃i

are bounded. From (24)–(26), αi,u and �̂i are bounded. Since
z1 = χ1, zi = χi − αi−1, so χi is bounded. From (17)–(19),
one has 0 < �i1�i2 < 1 and e1 = χ1�11�12, xi = χi�i1�i2,
so the boundedness of xi can be ensured. To sum up, all the
closed-loop signals are semi-globally bounded.

O 2): x(0) ∈ B x means ηi(0) ∈ (−Li(0),Hi(0)), On the
basis of the boundedness of χi, one can obtain that ηi ∈
(−Li,Hi). From the expressions of ηi and S i, one can further
obtain that x ∈ B x for ∀t ∈ [tis,j, tie,j]. If t ∈ (0, tis,1) ∪
· · · (tie,j, tis,j+1) · · · ∪ (tie,ki ,+∞), one has −Li/S i → −∞ and
Hi/S i → +∞, which means −∞ < xi < +∞, i.e., the
intermittent state constraints are not violated. Furthermore,
Remark 6 illustrates that the proposed scheme removes the
FC.

O 3): According to (46) and the expression of Vn, one has

|z1| ≤
[
P1

(
εVn(0)+ �

c

)] 1
P1 ∀t ≥ T. (47)

Since z1 = χ1 = e1/(�11�12) and 0 < �11�12 < 1, then one
has |e1| ≤ |z1|, which means that the system output y tracks
the desired signal yd within a prescribed time. �

Remark 8: In contrast to recent NMF-based
approaches [12], [17], [18], [19], the proposed algorithm can
not only remove the FC and be effective for intermittent
state-constrained HONSs (see Remarks 5-6), but also has the
advantage of accurately analyzing the range of tracking error,
i.e., |e1| ≤ |z1|. According to the analysis of [12], [17], [18],
and [19], e1 = z1℘, ℘ = (L1 + e1)(H1 − e1). Apparently, the
range of tracking error e1 relies on the constraint functions
and can not be analyzed accurately.

Remark 9: In particular, it is worth noting that the presented
algorithm is a unified one that can be applied to HONSs
with conventional continuous state constraints/deferred state
constraints/ funnel constraints or constraints-free without
changing the control structure.

1) Select ti
s,ki = 0, ti

e,ki = +∞, it can be obtained
from (15) that S i ≡ 1 for ∀t ∈ [0,+∞), so the
barrier function (17) in this article is equivalent to
that in [20], i.e., the proposed method can handle
conventional continuous state constraints [20].

2) Select ti
e,ki = 0, it means that the system does not

encounter state constraints. In this case, it can be known
from Remark 5 that −Li/S i → −∞,Hi/S i → +∞,
so the proposed method also applies to unconstrained
HONSs.

3) Select tis,1 = t0, tie,1 = +∞ (t0 denotes a positive
design constant), which means that there is no constraint
when t ∈ [0, t0), when t ∈ [t0,+∞) system encounters
constraints. This situation is actually similar to the
deferred state constraints proposed in [50].

4) Select t1
s,k1 = 0, t1

e,k1 = +∞, ti
e,ki = 0(i ≥ 2),

and the constraint boundaries −L1 and H1 are taken
as the performance-constrained functions, the proposed
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Fig. 3. Simulation results under intermittent state constraints.

technique is a solution to prescribed performance control
(or funnel control) [51], [52]. Furthermore, if select
t1
s,k1 = t0 > 0, t1

e,k1 = +∞, ti
e,ki = 0(i ≥ 2), t0 > 0

represents a design constant, the proposed method can
guarantee that the tracking error with large initial values
(even arbitrary bounded initial values) can enter the
constraint boundaries within t0, and then satisfies the
funnel constraints.

Remark 10: It should be noted that in order to make
the algorithm more flexible, the proposed algorithm involves
some design parameters. According to the bounded analysis
of the system, the tracking performance can be improved
by appropriately increasing ri and ε, or decreasing νi. In
practice, it may be necessary to take into account a variety
of performance, such as control energy, tracking performance,
and so on, so the parameters need to be adjusted according to
the actual needs.

IV. SIMULATION

Example 1: Given a HONS as
⎧
⎨

⎩

ẋ1 = f1(x̄1)+ g1(x̄1)x
p1
2

ẋ2 = f2(x̄2)+ g2(x̄2)up2

y = x1

(48)

where f1(x̄1) = x1e−0.5x1 ,f2(x̄2) = −3x1 − 0.5x2,g1(x̄1) =
g2(x̄2) = 1. Let yd = sin(0.5t) + 1.5 sin(0.25t), p1 = 1, p2 =
3, ci = 25, ai = 1, ri = 50 with i = 1, 2, ε = 0.0001,
T = 4,L1 = 1.25 − 0.1 sin t, H1 = 1.25 + 0.1 sin t, L2 =
1 + 0.2 sin(5 + t), H2 = 1 − 2−0.3t, t1s,1 = 8, t1e,1 = 18, t1s,2 =
32, t1e,2 = 42, t2s,1 = 8, t2e,1 = +∞, �̂i(0) = 0.1 with i =
1, 2, x̄2(0) = [5, 4.2]T . Fig. 3 gives the curves of yd, y, x2 and
its constraint boundaries, and the curve of u, respectively. It
can be known from Fig. 3 that the proposed algorithm can
ensure that y tracks yd within the prescribed time T , and the
intermittent state constraints are not transgressed.

In order to further demonstrate the superiority of the
proposed PPTC algorithm, we compare the proposed approach
with that of [47]. For system (48), let p1 = p2 = 1, t1s,1 = 1,

Fig. 4. Simulation results compared with the method in [47].

Fig. 5. Simulation results under full-state constraints.

t1e,1 = +∞, t2
s,k2 = 0, t2

e,k2 = +∞, yd = 0.5 sin(t),L1 =
H1 = 0.1, x̄2 = [1, 1.2]T . It can be known from Fig. 4 that
the proposed PPTC approach can achieve the same practical
prescribed-time tracking performance as in [47], while the
initial control input of the proposed algorithm is much smaller
than that in [47].

The simulation results under full-state constraints are shown
in Fig. 5, where L1 = 2.5−0.1 sin t, H1 = 2.5+0.1 sin t, L2 =
1+0.2 sin(5+ t), H2 = 1−2−0.3t, ti

s,ki = 0, ti
e,ki = +∞. It can

be seen from Fig. 5 that y tracks yd within the prescribed time,
and the full-state constraints are not transgressed. Meanwhile,
the virtual control function α1 is not within the constraint
boundaries. Note that the existing T/L-HBLF-based meth-
ods [13], [14], [15], [16] require the virtual control function
α1 to be within the constraint boundaries (i.e., the FC), so
the proposed algorithm deals with the state constraints without
involving the FC. Indeed, the proposed method under full state
constraints degenerates to the results in [20]. In this case, the
advantage of the proposed scheme is that the settling time can
be arbitrarily set, while it depends on the control parameters
in [20]. Furthermore, the method proposed in [20] requires that
the initial states of the system must be within the constraint
boundaries, while the proposed method is applicable to any
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Fig. 6. Simulation results compared with the method in [20].

Fig. 7. Simulation results under funnel constraints.

bounded initial states. To verify this, select the following two
initial states, case 1: x̄2(0) = [0.5, 0.4]T ∈ (−Li(0),Hi(0)) and
case 2: x̄2(0) = [1.4, 1.2]T /∈ (−Li(0),Hi(0)). Fig. 6 shows
the comparison results, it can be obtained from Fig. 6 that
the proposed method is applicable to cases 1 and 2, while the
method proposed in [20] is only applicable to case 1.

Let t1
s,k1 = 0, t1

e,k1 = +∞, t2
e,k2 = 0,L1 = 0.15+3.5/(t+1),

H1 = 0.15+3.5/(t+1), L2 = 1+0.2 sin(5+t), H2 = 1−2−0.3t,
the simulation result is shown in the upper subgraph of Fig. 7.
It is worth noting that the conventional prescribed performance
control (or funnel control) requires that the initial tracking
error must be within the constraint range, i.e., −L1(0) <
e1(0) < H1(0). While the proposed method can ensure that
the tracking error with any bounded initial values can enter
the preset boundaries within a preset time. To verify this, let
t1
s,k1 = 2, t1

e,k1 = +∞, t2
e,k2 = 0. We choose the following

four different initial states: case 1: x̄2(0) = [7.5, 5.2]T ; case 2:
x̄2(0) = [5.5, 5.2]T ; case 3: x̄2(0) = [−5.5,−5.2]T ; and
case 4: x̄2(0) = [−7.5,−5.2]T . The subgraph in Fig. 8 shows
the simulation result under four initial conditions, which means
that the proposed method can guarantee that the tracking error
with large initial values (even arbitrary bounded initial values)
can enter the constraint boundaries within a preset time, and
then satisfies the funnel constraints.

Remark 11: It is noted that although the proposed method
removes singularity of existing STF-based PTC methods [35],
[36], [37], [38], [39], [40], [41], [44], [45], the control input

Fig. 8. Simulation results under intermittent state constraints.

Fig. 9. Simulation results compared with the method in [47].

still has a small fluctuation at the prescribed-time point (see
Figs. 3 and 4). The main reason is that the designed STF
should ensure the prescribed-time stable of the system, and
the STF will have a large change at the prescribed-time point,
which is inevitable. In fact, in the existing PTC algorithms,
the STF is discontinuous at the prescribed-time point, so it
will produce singularity, but the designed STF is continuously
derivable, so the singularity is effectively removed.

Example 2: Consider a simple direct-driven single-link
manipulator model [47] as follows:

⎧
⎪⎪⎨

⎪⎪⎩

ẋ1 = x2

ẋ2 = E
P sin x1 − S

P x2 + 0.1
P x1 sin x2 + 1

P x3

ẋ3 = KBL x2 − R
Lx3 + 1

L
(
1 + x2

1

)
u

y = x1

(49)
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Fig. 10. Simulation results under full-state constraints.

Fig. 11. Simulation results compared with the method in [20].

where x1, x2 and x3 denote the angular position, velocity and
the armature current, respectively. u represents an voltage.
Choose E = 10,P = 1 = S = 1,L = 0.05,KB = R = 0.5.
Let yd = 0.5 sin t for t ∈ (2π, 6π), and yd = sin t for t ∈
[0, 2π ] ∪ [6π, 25],ci = 25, ai = 1, ri = 50 with i = 1, 2, 3,
ε = 0.0001, T = 3,t1s,1 = t2s,1 = t3s,1 = 2π, t1e,1 = t2e,1 = t3e,1 =
6π ,�̂i(0) = 0.1 with i = 1, 2, 3,x̄3(0) = [1.1, 1.2, 1.1]T . The
results are shown in Fig. 8. It can be known from Fig. 8 that
y can track yd within a prescribed time, and the intermittent
state constraints are not transgressed.

The simulation results compared with the method in [47]
are shown in Fig. 9, which means that the proposed PPTC
approach can achieve the same control performance as the
method proposed in [47] with smaller control energy consump-
tion. The simulation results under full-state constraints and
funnel constraints are give in Figs. 10 and 12, which means
that the proposed algorithm can deal with the conventional
full-state constraints and funnel constraints. The simulation
results compared with the method in [20] are shown in Fig. 11,
which shows that the proposed method is applicable to any
bounded initial state, while the method in [20] requires that
the initial state must be within the constraint boundaries.

Fig. 12. Simulation results under funnel constraints.

V. CONCLUSION

In this article, a more relaxed sufficient condition for PPTS
is given, based on which a novel PPTC algorithm for inter-
mittent state constrained HONSs is designed. The proposed
algorithm can preset the settling time, which does not depend
on the initial state of the system, and the limitations of singu-
larity and excessive initial control input in existing methods are
overcome. Moreover, by designing a novel stretch model-based
NMF, the intermittent state constraints are handled under
removal FC. The results show that the proposed algorithm is
a unified scheme, which is also applicable to HONSs with
conventional continuous state constraints/deferred state con-
straints/funnel constraints or constraints-free without changing
the control structure. In the future, we will focus on the
PPTC for intermittent state-constrained stochastic HONSs.
In addition, the proposed algorithm is designed based on
Assumptions 1-2, so removing these assumptions is also the
direction of future efforts.
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